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Abstract: The Palembang language, deeply rooted in the cultural fabric of South Sumatra, continues to 

serve as a vital means of daily communication for many communities. As globalization accelerates, 

safeguarding such regional languages has become increasingly urgent, particularly through technological 

solutions that can bridge communication between local speakers and visitors. This study introduces an 
automatic translation system designed to convert Palembang text into Indonesian, employing the No 

Language Left Behind (NLLB) algorithm—a recent development in artificial intelligence for language 
processing. A dataset containing 7,917 pairs of Palembang and Indonesian sentences was assembled for 

this purpose. The translation models were trained and assessed using BLEU (Bilingual Evaluation 

Understudy) and chrF (Character n-gram F-score) metrics. The initial model achieved a BLEU score of 22.55 
and a chrF++ score of 43.22. Subsequent improvements raised these scores to 30.72 and 55.39, 

respectively, reflecting a significant enhancement in translation quality and clarity for Indonesian readers. 
By focusing on a language with limited digital resources, this research demonstrates the potential of modern 

translation technologies to support both linguistic preservation and practical communication needs in diverse 

cultural settings. 
 

Keywords: Palembang Language; No Language Left Behind; Machine Translation. 

 
 

1.  Introduction 

Language serves as a primary means of communication, enabling individuals to exchange information 

and articulate thoughts [1]. Beyond this practical function, language provides a medium through which 

communities convey ideas and foster social interaction. Its development is deeply rooted in collective 
experience, evolving through ongoing social engagement. In addition to facilitating self-expression, language 

underpins social cohesion and adaptation, playing a central role in the advancement of human societies [2]. 
Indonesia’s status as an archipelagic nation has given rise to a remarkable diversity of regional languages. 

Among these, Palembang language is widely spoken in South Sumatra Province. In Palembang, the provincial 

capital, local dialects are woven into daily life across various neighborhoods. Sustaining these languages is 
crucial, as they embody the cultural richness and heritage of their communities [3]. 

https://journal.lembagakita.org/index.php/ijsecs/ais
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One practical strategy for supporting the continued use of regional languages involves harnessing 

translation technology. Machine translation systems can help bridge communication gaps between Palembang 
and Indonesian speakers, making it easier for ideas and information to flow across linguistic boundaries [4]. 

The preservation of regional languages not only upholds cultural identity but also supports their continued 

relevance in an era marked by rapid technological change [5]. Translation tools play a meaningful role by 
broadening access and supporting intergroup communication, which in turn promotes understanding and 

cooperation among speakers of different backgrounds. Automatic translation from Palembang to Indonesian, 
and vice versa, can facilitate the exchange of perspectives and foster greater inclusivity in multilingual contexts. 

Machine translation systems process natural language with the goal of converting text from one language 
to another without human intervention [6]. These systems are valued for their ability to streamline 

communication between speakers of different languages, offering a fast and accessible solution to language 

barriers. Their efficiency and convenience make them increasingly indispensable in today’s interconnected 
world [7]. To develop a translation model that delivers reliable and accurate results, this study leverages the 

advanced capabilities of the No Language Left Behind (NLLB) project [8]. NLLB has demonstrated particular 
promise in supporting languages with limited digital resources, making it a strong candidate for addressing 

the specific needs of Palembang language translation. 

The primary aim of this research is to construct a prototype automatic translation system based on the 
NLLB model, capable of translating text bidirectionally between Palembang and Indonesian with a high degree 

of accuracy while preserving intended meaning. Such a model can be integrated into digital applications, 
enhancing accessibility and supporting the ongoing use of Palembang language in contemporary settings. The 

adoption of NLLB for regional language translation offers a pathway to greater visibility and continued 
relevance for Palembang language, helping to ensure that it remains a living part of Indonesia’s cultural 

landscape. This research, entitled “Palembang-Indonesian Machine Translation Using No Language Left 

Behind,” addresses these challenges and opportunities. 
 

2.  Related Work 

The development of machine translation systems, particularly for translating Palembang language into 
Indonesian, has gained increasing relevance in the current era of rapid technological advancement. 

Understanding the multifaceted aspects of effective and efficient translation has thus become a central concern 
in contemporary research. A foundational element in translation studies is the accurate identification of text 

types to be translated. Suhardi et al. (2019) emphasize the importance of recognizing four categories of proper 
names—personal names, geographical names, institutional names, and celebration names—in the translation 

process, as each category requires distinct strategies to preserve meaning and authenticity [17]. Palembang 

language, sensitivity to local terminology and names is essential to maintain the integrity of the original 
message. Gunawan (2022) further highlights that a nuanced understanding of context and meaning can 

significantly enhance user satisfaction and the effectiveness of translation strategies, particularly when 
navigating cultural differences between Palembang and Indonesian [11]. The choice of translation 

methodology also plays a pivotal role in determining translation quality. Rakhmyta (2022) demonstrates that 

collaborative training approaches can improve both comprehension and translation outcomes among 
translators, fostering the application of contextually appropriate strategies [14]. Such training underscores the 

necessity for translators to be adaptable, especially when dealing with the cultural and linguistic nuances 
characteristic of local languages. Technological advancements have increasingly influenced translation 

practices. Warsidi and Kamal (2022) observe that integrating technological tools with manual translation 
strategies can yield higher-quality translations, with artificial intelligence serving as a valuable aid to human 

translators in achieving greater accuracy and efficiency [12]. This synergy between technology and human 

expertise is particularly pertinent as the demand for rapid and reliable translation grows. 
The methodologies employed in translation not only affect the quality but also the success of conveying 

intended meanings. Nugraha and Prasetya (2023) point out that translating administrative documents from 
English to Indonesian presents unique challenges, necessitating effective strategies to ensure contextual 

fidelity [13]. This need for strategic adaptation extends to the psychological dimensions of translation, as 

discussed by Sobri et al. (2024), who explore how psycholinguistic factors shape translators’ understanding of 
the distinct features of different languages [16]. It is also crucial to recognize that translation techniques must 

be tailored to the specific genre of the source text. For example, Riani (2020) finds that translating religious 
texts requires heightened sensitivity to both cultural and linguistic contexts, while Akmaliyah et al. (2020) 

stress the importance of preserving the essence and depth of meaning when translating poetry [15][9]. These 

studies collectively underscore the varying demands of different text types and the necessity of adopting 
flexible translation approaches. 
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Adaptation emerges as a central theme in translation research. Fitriani and Ifianti (2021) illustrate how 
adaptation techniques are employed in translating children’s storybooks, allowing translators to render content 

in ways that resonate with the target audience while remaining faithful to the source [10]. This adaptability is 
vital for ensuring that translations are both accessible and meaningful across cultural boundaries. Collectively, 

these studies provide valuable insights for the development of machine translation systems for Palembang-

Indonesian language pairs. The integration of advanced technology, effective translation strategies, and deep 
cultural awareness is essential for producing translations that are both accurate and contextually relevant. 

In the broader context of educational and translation policy, the concept of "No Language Left Behind" 
(NLLB) has gained prominence, especially in discussions about language education for students from minority 

language backgrounds. The NLLB initiative, rooted in the No Child Left Behind (NCLB) Act in the United States, 
was designed to ensure equitable access to quality education regardless of students’ linguistic backgrounds. 

Menken (2009) notes that NCLB placed significant emphasis on accountability, compelling schools to meet 

specific standards in instruction and assessment, including language education [20]. However, Marszalek et 
al. (2022) report that English Language Learners (ELLs) often face challenges in meeting these standards due 

to limited English proficiency [19]. Research indicates that the implementation of NCLB has, in some cases, 
led to reduced support and funding for bilingual programs, despite evidence suggesting the superior 

effectiveness of bilingual education in promoting academic achievement compared to English-only instruction 

[22]. Rolstad et al. (2005), through meta-analysis, further confirm that bilingual education programs have a 
significantly greater impact on students’ academic performance than monolingual approaches [23]. These 

findings advocate for a more comprehensive approach to language policy that values students’ native 
languages as integral to their educational journey. 

Moreover, Menken and Solorza (2012) argue for policy reforms that better accommodate bilingual 
students, emphasizing the importance of supporting native language instruction rather than focusing 

exclusively on English acquisition [21]. This perspective raises critical questions about the inclusivity of 

educational environments shaped by NCLB, particularly for students from diverse linguistic backgrounds. In 
practice, the NCLB Act, in effect from 2001 to 2015, heavily influenced school policies by prioritizing 

standardized test results. Menken (2009) critiques this focus, suggesting that an overemphasis on testing can 
marginalize essential aspects of language teaching [20]. Consequently, ongoing dialogue among researchers 

and educators is necessary to develop policies that holistically support both teachers and bilingual learners. 

Hornberger and Link (2012) advocate for educational policies that reflect the complex ethnic and linguistic 
realities of multilingual classrooms, moving beyond rigid bilingual frameworks to embrace more inclusive and 

dynamic approaches [18]. The NLLB policy, therefore, should strive for broader and more flexible 
implementation, enabling active participation and academic success for all students, irrespective of their 

linguistic heritage. 

 

3.  Research Method 

This study focuses on the development of a machine translation model for translating Palembang 
language into Indonesian using the No Language Left Behind (NLLB) algorithm. The initial stage involves a 

sequence of processes, beginning with data collection from various sources, including Palembang–Indonesian 

dictionaries. The next steps include language preparation, normalization, and tokenization, which are carried 
out prior to the model training phase. Once the model has been trained, its performance is evaluated, and the 

resulting model is uploaded to the HuggingFace platform. The trained model is then utilized to automatically 
and efficiently translate text between Palembang and Indonesian in both directions. The methodological stages 

employed in this research are illustrated in Figure 1. 
 

 
Figure 1. Research Methodology Flowchart. 
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4.  Result and Discussion 

4.1 Results 

In this study, the data collected and used originated from scanned versions of the Kamus Sederhana 
Bahasa Palembang and the Kamus Palembang-Indonesia. The scanning process was conducted meticulously 

to ensure the accuracy and completeness of the data obtained [9][2][3][5][4][6][7][8]. As a result of this 

process, a total of 7,917 entries were acquired, consisting of 5,053 words and 2,864 sentences. All collected 
data were stored in an Excel file. Subsequently, the data were separated from the Excel file and saved in CSV 

(Comma-Separated Values) format, then converted to JSON. This separation process was intended to facilitate 
data processing in both Palembang and Indonesian languages, which would be used for translation tasks. This 

approach is expected to make the translation process more efficient and accurate. 

 

 
Figure 2. Dataset Display 

 
Figure 3. JSON File Display 

 
4.1.1 Processing 

1) PrepareLanguages 

 
Figure 4. PrepareLanguages Code 

 
This code is designed to read a JSON file containing Palembang-Indonesian language pairs, perform data 

cleaning and filtering, and convert it into a Pandas DataFrame with a standardized format: the src_lang column 
as the source language (Palembang) and the tgt_lang column as the target language (Indonesian). This 

structure simplifies data analysis or subsequent use in language processing. 

 
2) Tokenization 

Tokenization is an essential process in natural language processing that aims to break text into smaller 
units, such as words or subwords, so that it can be processed efficiently and accurately by machine learning 

models. The following is a step-by-step explanation of the tokenization code functions. 
a) At this stage, the code is intended to import the modules and libraries required for the text tokenization 

process and to display a progress bar for various iterative operations. 

 

 
Figure 5. Tokenization Import Code 
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b) At this stage, the code is used to initialize the tokenizer from the pre-trained NLLB (No Language Left 
Behind) model, specifically the nllb-200-distilled-600M version. This tokenizer is responsible for processing 

raw text into a format that can be understood by the NLLB model for tasks such as machine translation 
or multilingual language processing. 

 

 
Figure 6. Tokenizer Initialization Code 

 
c) This code defines a simple tokenizer function using regular expressions to split text into tokens in the 

form of words, numbers, or punctuation marks. This function is suitable for basic text processing in 
languages that use the Latin alphabet. 

 

 
Figure 7. Tokenizer Definition Code 

 
d) This code randomly samples 1,000 rows from the training dataset with replacement, then performs 

tokenization on the Palembang text column (src_lang) and the Indonesian text column (tgt_lang) using 
two methods: tokenizer.tokenize for model vocabulary-based tokenization, and a regex-based 

word_tokenizer for splitting words and punctuation. The tokenization results are stored in new columns 

to facilitate further data analysis and processing. 
 

 
Figure 8. Dataset Sampling Code 

 
e) This code aims to identify and count texts in the Palembang dataset (src_lang) that contain the <unk> 

token (used for unrecognized words or symbols). 

 

 
Figure 9. Token Identification Code 

 
f) This code is intended to update or modify the NLLB-200 tokenizer by adding a new language token (in 

this case, Palembang with Latin script, plg_Latn) to the tokenizer’s vocabulary. 
 

 
Figure 10. Adding a New Language Code 
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g) This code prepares the model to support the new language, Palembang Latin (plg_Latn), by identifying 
the token IDs for the new language and a similar language, Indonesian Latin (ind_Latn). The similar 

language is used to provide an initial reference for the new language embedding in the model. Since the 
new language plg_Latn does not yet have a trained embedding representation, ind_Latn is used as the 

initial reference. 

 
Figure 11. Supporting a New Language Code 

 
h) This code is used to load the pre-trained NLLB-200 (No Language Left Behind) model, which is a 

transformer-based translation model trained for 200 languages, and to adjust the model’s embedding size 
to match the modified tokenizer. 

 

 
Figure 12. Adjusting Embedding Size Code 

 
i) This code aims to move the special token embedding (<mask>) to a new position to ensure it continues 

to function properly within the model, and to initialize the new language token embedding (plg_Latn) 
with the embedding vector from the similar language (ind_Latn). This provides a semantically reasonable 

initial representation for the new language token, helping to leverage cross-language relationships and 
reduce the model's training burden. 

 

 
Figure 13. Adjusting and Initializing New Token Embeddings Code 

 

3) Normalization 

 
Figure 14. Normalization Code 

 
This code is intended to thoroughly preprocess text by removing unnecessary characters, normalizing 

punctuation, and converting text into a standard Unicode form that is easy to process. The code focuses on 
cleaning and preparing the text data to be more consistent and compatible with NLP (Natural Language 

Processing) tasks. 
 

4) Model Training 

At this stage, the NLLB (No Language Left Behind) model is trained. After the model is created, training is 
conducted so that the model can perform translation between Palembang and Indonesian. Figure 15 explains 

the model training code: 
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Figure 15. Model Training Code 

 
This code is used to train a sequence-to-sequence model by processing source and target data pairs from the 

training dataset. The process includes tokenizing the data based on the source and target languages, 
calculating the loss, updating the model parameters through optimization, and handling errors such as GPU 

memory exhaustion. Every 1,000 iterations, the model’s performance is monitored by printing the latest 

average loss, and the training progress is saved by storing the model and tokenizer. The ultimate goal is to 
adapt the model to understand the relationships between the trained language pairs. 

 
5) Pushing to Hugging Face 

 
Figure 16. Hugging Face Push Code 

 
In this stage, the code is used to upload the trained model and tokenizer to the Hugging Face Hub under the 

repository name "finaldo/palembang_saved_model1", enabling users to store and access the model. 
 

6) Model Evaluation 

 
Figure 17. Model Evaluation Code 

 
This process evaluates the previously trained model using two main evaluation metrics: BLEU (Bilingual 

Evaluation Understudy) and CHRF (Character F-score). The evaluation is performed by generating translation 
predictions from the model. These predictions provide an overview of how well the model produces results 

that match the correct translations. 

 
Figure 18. Model Evaluation Output 

 

The evaluation results using BLEU and chrF++ metrics show satisfactory performance. The first model 
achieved a BLEU score of 22.55 and a chrF++ score of 43.22, while the second model showed improvement 

with a BLEU score of 30.72 and a chrF++ score of 55.39. These values indicate that the second model has 
higher translation accuracy and alignment with the reference, as also supported by the hypothesis-to-reference 

length ratio approaching the ideal (BLEU BP = 1.000). 
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7) Translation 
The translation process aims to convert text from Palembang to Indonesian, and vice versa. The translation is 

performed while maintaining the main message and meaning so that it can be well understood by readers in 
the target language. Below is an example of translation results from Palembang to Indonesian. 

 

Table 1. Translation 

Palembang Language > Indonesian Indonesian > Palembang Language 

 

 

 

 

 

 

  

 

 

 

4.2 Discussion 
This study highlights the significance of preserving and developing local languages as a vital component 

of Indonesian cultural identity amid globalization [3][5]. The meticulous collection of data from the Kamus 
Sederhana Bahasa Palembang and Kamus Palembang-Indonesia ensured the accuracy and completeness of 

the dataset, reflecting best practices found in the development of web-based dictionary applications [4]. The 

conversion of data from Excel to CSV and then to JSON facilitated efficient data processing, aligning with 
established methods in machine translation applications using Natural Language Processing (NLP) [8]. 

The preparation stage, which organized language pairs into standardized source and target columns, was 
crucial for supporting subsequent data analysis and processing. The tokenization process, employing both 

model-based and regular expression-based approaches, enhanced text segmentation and enabled the model 

to better capture the structure and patterns of the Palembang language. The adaptation of the NLLB-200 
model by adding a new language token (plg_Latn) and leveraging the embedding of a related language 

(ind_Latn) exemplifies an effective transfer learning strategy for low-resource languages [6][7]. This approach 
has proven successful in accelerating the model's adaptation to new languages and improving translation 

quality. 
Data normalization was also critical to ensure consistency and cleanliness, which are essential 

prerequisites in NLP model development [8]. The model training process was conducted in stages, with 

performance monitored regularly using BLEU and chrF++ metrics. The evaluation results showed significant 
improvements in BLEU and chrF++ scores after further training, indicating that the model produced 

increasingly accurate translations that closely matched the references [9][10]. The BLEU BP value approaching 
1 also demonstrates that the model’s translations are proportionate in length to the reference sentences. 

The deployment of this model on the Hugging Face Hub not only broadens access for other researchers 

but also encourages further collaboration and development in local language translation technology. This study 
demonstrates that modern NLP and transfer learning approaches can be effectively implemented for low-

resource languages, making a tangible contribution to the preservation and development of Indonesia’s 
regional languages [2][5]. Therefore, these research outcomes can serve as a foundation for developing 

automatic translation systems for other local languages in Indonesia, ultimately strengthening the nation’s 

cultural identity and diversity. 
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5.  Conclusion and Recommendations 

The conclusion provides a clear summary of the research and the key features of the proposed system. 

This section effectively highlights the system's ability to accurately translate between Palembang and 
Indonesian languages while preserving contextual meaning, despite differences in sentence structure and 

vocabulary between the two languages. The success of the model is greatly influenced by the quality of the 

training data used and the preprocessing steps performed prior to training. With the right approach, the model 
can understand and translate various forms of the Palembang language into easily comprehensible Indonesian. 

These findings are significant not only in the field of technology but also in efforts to preserve regional 
languages. The presence of this translation engine can help introduce and maintain the use of the Palembang 

language in the digital era, preventing it from being eroded by the passage of time. In addition, this approach 

can also be applied to develop automatic translators for other regional languages in Indonesia that face similar 
challenges. In the future, further development is needed by increasing the amount and variety of training 

data, as well as conducting more in-depth evaluations, so that translation quality can be further improved and 
widely used by the community. 

The suggestions in this study highlight that the translation engine still has limitations, mainly because it 
can only translate one sentence at a time. Therefore, it is important to develop more advanced translation 

engines in the future that can handle more complex texts, such as paragraphs or entire documents. 

Furthermore, performance improvements should also focus on context processing, so that the translation 
results become more accurate, natural, and relevant. 
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