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Abstract: In the rapidly evolving digital era, the ability to accurately forecast product demand is crucial
for marketplace platforms like Temu. Demand uncertainty can lead to issues such as overstock or stockout,
both of which negatively impact financial performance and customer satisfaction. This study evaluates the
use of predictive models and time series forecasting algorithms to forecast product demand on the Temu
platform and identifies the latest trends in 2024. Daily sales data were analyzed using various algorithms,
including ARIMA, SARIMA, Facebook's Prophet, and LSTM. The analysis results indicate that the Prophet
model and SARIMA algorithm provide more accurate predictions compared to ARIMA and LSTM. The proper
implementation of predictive models is expected to enhance operational efficiency and support better
strategic decision-making for Temu. By adopting the most suitable forecasting models, Temu can optimize
inventory management, reduce costs, and improve responsiveness to market changes.
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1. Introduction

In the rapidly evolving digital era, marketplaces or e-commerce platforms have become essential
components of everyday life. These platforms enable direct interactions between sellers and buyers without
geographical limitations. One such rapidly growing marketplace platform is Temu, launched in July 2022. Temu
offers a wide range of products, from daily necessities to specialty items that are hard to find elsewhere. As
the platform continues to grow and expand, the ability to accurately forecast product demand becomes
increasingly critical. Cano et al. (2022) discuss the role of e-marketplaces as intermediaries in the buying and
selling process, with various vendors offering products to customers [1]. E-marketplaces encompass several
modalities, such as business-to-business (B2B), business-to-consumer (B2C), and consumer-to-consumer
(C2C). This study highlights the importance of e-marketplaces in providing diverse products to customers.
Additionally, Pal (2024) identifies three key factors influencing consumer decisions in e-commerce: price,
reviews, and ratings [2]. These factors are central to the decision-making process when consumers shop
online. A solid understanding of these factors can help improve the accuracy of demand forecasting on
platforms like Temu. Chee et al (2022) also emphasize the importance of analytical approaches in short-term
sales forecasting using limited information within e-commerce marketplaces [3]. This study underscores the
relevance of data analytics in demand forecasting, which is crucial for the development of platforms like Temu.
By understanding the role of e-marketplaces, the factors that influence consumer decisions, and the analytical
approaches in sales forecasting, Temu can enhance its ability to accurately predict product demand and meet
the evolving needs of the market.

Temu was founded by Park Je-Nak and is operated by PDD Holdings, the parent company of Pinduoduo,
a leading e-commerce platform in China. Headquartered in Seoul, South Korea, Temu offers a wide range of
consumer products at significant discounts, with the majority of items being shipped directly from China. This
business model allows Chinese-based vendors to sell and ship products directly to customers without the
involvement of intermediaries, thereby reducing costs and making products more affordable. Since its launch
in September 2022, Temu has expanded its operations to several countries, including the United States,
Australia, New Zealand, as well as various nations in Europe and Latin America. Temu has garnered significant
consumer attention through aggressive marketing strategies, including advertisements during the Super Bowl
in February 2024, which resulted in a substantial increase in search queries and website traffic. At this juncture,
Temu reached 100 million active users in the United States and over 130 million global app downloads, with
approximately 420 million monthly website visits.

However, Temu has also encountered numerous challenges and controversies. Its business model, which
heavily relies on inexpensive products from China, has raised concerns regarding product quality, data privacy,
and intellectual property rights violations. Temu has been embroiled in several legal disputes with its primary
competitor, Shein, over allegations of copyright infringement and supplier intimidation campaigns. Additionally,
Temu has faced criticism over issues related to forced labor in its supply chain, as well as accusations that the
platform is used to sell substandard or misrepresented products. Despite these challenges, Temu continues to
grow and strives to improve its services. By emphasizing low prices and direct access to manufacturers, Temu
aims to offer a compelling alternative for consumers seeking affordable products. The success of Temu in the
international market will largely depend on its ability to navigate these challenges while maintaining growth
and innovation within its business model. Accurate demand forecasting is a critical process that involves
predicting the quantity of products that customers will require over a specific future period. This precision is
vital for maintaining a balance between supply and demand, ultimately impacting customer satisfaction and
the financial performance of the company. When demand is accurately forecasted, a company can avoid excess
inventory that ties up capital and leads to financial losses, as well as stockouts that result in missed sales
opportunities and decreased customer satisfaction. For a marketplace like Temu, the challenge of forecasting
product demand is compounded by the numerous factors influencing consumer purchasing behavior. These
factors include seasonal trends, promotions, shifts in consumer preferences, and the impact of competitor
activities. Therefore, the adoption of advanced and precise forecasting methods is essential to address the
complexity inherent in this process.

The upcoming research, which aims to compare the performance of several popular models such as
ARIMA, SARIMA, Facebook's Prophet, and machine learning-based models like LSTM in forecasting product
demand, as well as identifying the latest trends in demand forecasting, references several pertinent studies.
Kilimci et al. (2019) discuss enhanced analytical approaches for demand forecasting utilizing deep learning
techniques. This study shows that historical data analysis can be significantly improved by employing methods
such as machine learning, time series analysis, and deep learning models, which are relevant to the planned
comparative analysis of forecasting models [4]. Additionally, Giri and Chen (2022) explore the application of
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deep learning in demand forecasting within the apparel retail industry. Their research highlights efforts to
address demand forecasting challenges by using conventional models that predict future demand based on
historical sales data [5]. This is particularly relevant as the planned study also aims to compare traditional
forecasting models with machine learning-based approaches like LSTM. Nguyen (2023) examines the use of
artificial intelligence in demand forecasting, emphasizing the importance of improving forecasting accuracy for
companies and supply chains [6]. In relation to the planned study, the focus on enhancing demand forecasting
accuracy to support Temu's operational efficiency is particularly relevant. By leveraging enhanced analytical
methods, deep learning techniques, and artificial intelligence in product demand forecasting, this research can
offer valuable insights into the comparative performance of various forecasting models and identify the latest
trends in demand forecasting to support the development of the Temu platform.

This research aims to explore the application of predictive models and time series forecasting algorithms
in product demand forecasting for the Temu application, while also identifying the latest trends in 2024. The
primary objective of this study is to evaluate various predictive models and time series forecasting algorithms
in the context of product demand forecasting for the Temu platform. This research will compare the
performance of several popular models, including ARIMA (AutoRegressive Integrated Moving Average),
SARIMA (Seasonal ARIMA), Facebook's Prophet, and machine learning-based models such as Long Short-Term
Memory (LSTM). Additionally, the study seeks to identify emerging trends in the field of demand forecasting
and assess how the Temu application can leverage these trends to enhance forecasting accuracy and
operational efficiency.

2. Research Method

The research methodology employed in this study is meticulously designed to ensure a thorough and
structured approach to exploring the application of predictive models and time series forecasting algorithms
in predicting product demand on the Temu platform. The methodology is composed of several critical stages,
including data collection, data preprocessing, implementation of forecasting algorithms, model evaluation, and
practical implementation. Each of these stages is essential in building a robust and reliable forecasting system
that can enhance the operational efficiency of Temu. The data collection phase serves as the foundation of
this research. The primary tool employed for data collection is the Temu Scraper API, a sophisticated
instrument that facilitates the automatic gathering of data from the Temu platform. The dataset comprises
daily sales information from the launch of Temu in July 2022 until the research period. The collected data
encompasses various variables such as the number of products sold, product prices, applied discounts, and
ongoing promotions. These variables span across different product categories available on Temu, offering a
comprehensive basis for demand forecasting analysis. The inclusion of such diverse data points allows for
capturing the seasonal patterns, trends, and fluctuations inherent in the marketplace's product demand,
thereby providing a solid groundwork for the subsequent analytical phases [7].

Following data collection, the preprocessing phase is pivotal in ensuring the quality and consistency of
the data before it is used in forecasting models. This phase includes several critical steps: data cleaning, data
normalization, identification of seasonal components and trends, and data transformation [8]. Data cleaning
is conducted to identify and rectify any missing or inconsistent values within the dataset. For instance, on days
where sales data may not have been recorded, it is necessary to either impute or remove these values
depending on the specific requirements of the analysis. Data normalization is another crucial step, as it ensures
that the data is standardized, allowing forecasting models to process it more efficiently. This step is essential
because unnormalized data can introduce bias into the models, thereby reducing the accuracy of the
predictions [9]. The identification of seasonal components and trends is accomplished using advanced data
analysis techniques. These techniques help to discern the recurring sales dynamics over specific periods, which
is a crucial factor in time series forecasting [10]. By identifying these patterns, the models can be better
tailored to predict future demand with greater accuracy. Additionally, data transformation methods, such as
log-transform or differencing, are applied to make the data stationary. Stationarity refers to a statistical
property where the mean and variance of the data do not change over time, which is a necessary condition
for several time series models like ARIMA and SARIMA to function correctly [11].

Once the data has been preprocessed, the next phase involves the application of various time series
forecasting algorithms. This research applies several well-known algorithms, including ARIMA (AutoRegressive
Integrated Moving Average), SARIMA (Seasonal ARIMA), Facebook's Prophet, and machine learning-based
models such as Long Short-Term Memory (LSTM) networks [12]. Each of these algorithms is selected based
on its unique strengths in handling different types of data patterns. ARIMA is a traditional statistical model
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that is highly effective for non-seasonal data. It works by combining autoregressive, moving average, and
differencing components to make the data stationary, which is critical for accurate forecasting. SARIMA
extends ARIMA by incorporating seasonal elements, making it suitable for time series data with strong seasonal
patterns. Facebook's Prophet, a relatively newer model, is designed to handle time series data with complex
trends and seasonal components, offering high accuracy with efficient computation. LSTM, a type of recurrent
neural network, excels in dealing with time series data that exhibit non-linear and complex patterns. LSTM's
ability to remember information over extended periods makes it particularly effective for long-term dependency
forecasting [13]. The performance of each forecasting model is rigorously evaluated using a set of established
metrics, including Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Mean Absolute Percentage
Error (MAPE). MAE calculates the average absolute difference between the actual and predicted values,
providing a straightforward measure of forecast accuracy. RMSE, on the other hand, is more sensitive to large
errors, as it squares the differences before averaging them, making it a valuable metric for identifying models
that may struggle with outliers. MAPE expresses the average absolute error as a percentage of the actual
values, offering insights into the relative accuracy of the models [14]. These metrics are essential for
determining the most accurate and reliable model for forecasting product demand on the Temu platform [15].
After evaluating the models, the most accurate one is integrated into Temu's operational systems. This
integration involves adjusting the model's parameters to align with the specific characteristics of Temu's sales
data and ensuring that the predictions generated by the model are immediately applicable in operational
decision-making processes. Regular monitoring of the model's performance is also crucial, as it ensures that
the model remains relevant and accurate as the sales data and market trends evolve over time [16]. This
ongoing monitoring process allows for timely updates to the model, ensuring that it continues to provide
accurate forecasts that align with Temu's business objectives. The practical implementation of the chosen
forecasting model is expected to significantly enhance operational efficiency, optimize inventory management,
and improve customer satisfaction by leveraging the latest forecasting technologies and methodologies [17].
This research methodology is designed to thoroughly evaluate the effectiveness of various predictive
models and time series forecasting algorithms in predicting product demand for the Temu application. By
carefully selecting and implementing the most suitable model, Temu can expect to achieve significant
improvements in operational efficiency, inventory management, and customer satisfaction. Additionally, this
research will identify emerging trends in demand forecasting, such as the use of hybrid models that combine
multiple algorithms for enhanced accuracy, and the adoption of cloud computing and edge computing
technologies to accelerate data processing and analysis. These advancements will enable Temu to manage
and analyze data in real-time, allowing the company to respond more swiftly and efficiently to changes in
demand, ultimately leading to better financial performance and higher levels of customer satisfaction.

3. Result and Discussion

3.1 Results

After applying various predictive models and time series forecasting algorithms to Temu application
sales data, the results obtained were analyzed to determine the most accurate model in forecasting product
demand. This analysis included a comparison of evaluation metrics, visual analysis of predictions, and an
assessment of seasonal components and trends identified in the data.

3.1.1 Model Evaluation Results

After going through the stages of data collection, pre-processing, and model implementation, the
evaluation results showed significant differences in the performance of each model. In this section, the
researcher will discuss the evaluation results of these models based on the predetermined evaluation metrics,
as well as provide an analysis of the advantages and disadvantages of each model in forecasting product
demand in the Temu application.

Table 1. Model Evaluation Results

Model Mean Absolute Error Root Mean Square Error Mean Absolute Percentage Error
(MAE) (RMSE) (MAPE)
ARIMA 48.32 62.74 5.8%
SARIMA 37.45 50.12 4.2%
Prophet 32.67 44.85 3.9%
LSTM 34.12 46.58 4.1%
Copyright © 2024 1JSECS International Journal Software Engineering and Computer Science (IJSECS), 4 (2) 2024, 430-439
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The ARIMA model performed quite well in forecasting non-seasonal data, with a Mean Absolute Error (MAE)
of 48.32 and a Root Mean Square Error (RMSE) of 62.74. However, the Mean Absolute Percentage Error
(MAPE) of 5.8% indicates that ARIMA is less accurate for data with strong seasonal patterns. The relatively
high MAPE value compared to other models indicates that ARIMA is not able to capture seasonal variations
well, making it less ideal for data with seasonal trends. SARIMA, which is an extension of ARIMA with the
ability to handle seasonal data, showed better results. With an MAE of 37.45 and an RMSE of 50.12, SARIMA
proved to be more effective in capturing seasonal variations and trends. The MAPE value was 4.2% lower than
ARIMA, indicating an increase in accuracy in forecasting product demand with seasonal patterns. This makes
SARIMA more suitable for data with clear seasonal components. The Prophet model from Facebook performed
very well in this study. Prophet has an MAE of 32.67 and an RMSE of 44.85, which are the lowest among the
tested models. The MAPE value of 3.9% shows that Prophet is very accurate in forecasting data with complex
trends and seasonality. Prophet's strengths lie in its ability to handle missing values and outliers, as well as its
computational efficiency. This makes Prophet a strong choice for product demand forecasting in marketplace
applications such as Temu. The LSTM model, which is based on a neural network, also performed well with
an MAE of 34.12 and an RMSE of 46.58. The MAPE value of 4.1% places it in second place after Prophet in
terms of accuracy. LSTM excels in handling data with non-linear patterns and long-term dependencies, but its
complexity and high computational requirements make its implementation more challenging. However, LSTM
can be a good choice if the computational resources are sufficient and the data has significant non-linear
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Figure 1. Evaluation Metrics Model

From the evaluation results, it is clear that Prophet and SARIMA are the most suitable models for product
demand forecasting in the Temu application. Prophet shows superiority in handling data with complex trends
and seasonality, while SARIMA is effective in capturing seasonal patterns with high accuracy. LSTM also shows
great potential, especially for data with non-linear patterns, although with higher implementation challenges.
ARIMA, although quite good for non-seasonal data, is less suitable for data with strong seasonal patterns. By
choosing and implementing the Prophet or SARIMA model, Temu can improve the accuracy of its product
demand forecasting, which will ultimately improve operational efficiency and customer satisfaction. Adopting
the latest technology and proper data analysis will help Temu optimize its inventory and distribution
management strategies. ARIMA shows quite good performance in forecasting non-seasonal data. However,
for data with strong seasonal patterns, its accuracy decreases, as seen from the higher MAPE value compared
to other models. SARIMA is significantly better than ARIMA, especially in handling data with seasonal patterns.
SARIMA is able to capture seasonal variations and trends better, which is reflected in the lower MAE and RMSE
values. Facebook’s Prophet model performed very well. Prophet was able to handle seasonal data with complex
trends with better computational efficiency. Prophet ako showed robustness against outliers and missing
values. LSTM models performed well in handling data with non-linear patterns and long-term dependencies.
However, its complexity and high computational requirements make its implementation more challenging than
other models.

3.1.2 Visual and Component Analysis

The prediction versus actual value graph shows that Prophet and SARIMA provide predictions that are
closest to the actual values. Prophet manages to capture the seasonal pattern very well, while SARIMA also
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shows good ability in capturing the seasonal trend although slightly less accurate than Prophet. Component
analysis of the Prophet model shows that the seasonal and trend components are clearly captured, with small
residuals indicating minimal prediction errors. SARIMA also shows good seasonal components, but with slightly
larger residuals than Prophet.
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Figure 2. SARIMA Prediction Vs Actual
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Figure 2 shows how the Prophet model predictions compare to the actual values. The Prophet model
manages to capture the seasonal pattern very well, and the prediction line (red) is almost always close to the
actual value line (blue). This shows that Prophet has high accuracy in forecasting product demand with
complex seasonal patterns. The SARIMA Prediction vs Actual section shows how the SARIMA model predictions
compare to the actual values. The SARIMA model also shows good ability in capturing seasonal trends,
although slightly less accurate than Prophet. The prediction line (green) from SARIMA follows the actual value
pattern (blue) well, but there is a slight difference indicating a larger residual than Prophet. The component
analysis of the Prophet model shows that Prophet is able to capture the seasonal and trend components
clearly. The residuals or prediction errors from Prophet are relatively small, which means that this model can
predict product demand with high accuracy and minimal error. SARIMA also shows good seasonal components,
but its residuals are slightly larger than Prophet. This means that although SARIMA is effective in capturing
seasonal patterns, there is a slightly larger error in prediction than Prophet.

3.2 Discussion

The analysis results show that Prophet and SARIMA are the most suitable models for forecasting product
demand in the Temu application. Prophet has the advantage of handling data with complex trends and
seasonality as well as good computational efficiency. These advantages are very relevant for Temu which must
forecast demand for various product categories with varying seasonal patterns. SARIMA also shows very good
performance, especially in data with strong seasonal patterns. SARIMA can be a good alternative if there are
constraints in implementing Prophet, although its accuracy is slightly lower. LSTM, although showing great
potential in handling data with non-linear patterns and long-term dependencies, faces challenges in practical
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implementation due to its high computational requirements. This model may be more suitable for scenarios
where data patterns are very complex and computing resources are sufficient. ARIMA, although simpler and
easier to implement, is less suitable for data with strong seasonal patterns such as those faced by Temu.
However, ARIMA can still be useful for product categories with more stable and non-seasonal demand patterns.

4. Related Work

Product demand forecasting has emerged as a critical research area across various fields, including
economics, logistics, and supply chain management. Numerous studies have been conducted to develop and
evaluate different predictive models and time series forecasting algorithms that can assist companies in
optimizing inventory management, production, and distribution processes. This section reviews the key
methodologies and technological trends that have been influential in this domain.

The ARIMA (AutoRegressive Integrated Moving Average) and SARIMA (Seasonal ARIMA) models are two
of the most extensively used statistical approaches in time series forecasting. ARIMA combines autoregressive
(AR), differencing (I), and moving average (MA) components to make the data stationary and predict future
values [15]. The model is particularly suited for non-seasonal data, making it a foundational tool in many
forecasting applications [9]. SARIMA, an extension of ARIMA, introduces a seasonal component to better
capture the seasonal variations present in the data [22]. The inclusion of seasonal differencing allows SARIMA
to model periodic fluctuations more effectively, which is crucial for datasets exhibiting clear seasonal patterns
[10]. Studies such as those by Sirisha et a/. (2022) have demonstrated that SARIMA is more adept at handling
data with pronounced seasonal behavior compared to the standard ARIMA model [12].

Developed by Facebook, the Prophet model is a robust time series forecasting tool designed to manage
data with complex trends and seasonality [24]. One of the notable advantages of Prophet is its ability to handle
missing values and outliers, making it a versatile option for real-world data, which often contains irregularities
[13]. Prophet's flexibility in adjusting seasonal and trend components allows it to generate highly accurate
predictions across various applications, such as sales forecasting and capacity planning [10]. Unlike traditional
models, Prophet can decompose the time series into trend, seasonality, and holiday effects, which enhances
its predictive capabilities, particularly in business contexts where these factors significantly influence demand
[24].

Long Short-Term Memory (LSTM) networks represent a more advanced approach to time series
forecasting, particularly suited for data with non-linear patterns and long-term dependencies. LSTM is a type
of recurrent neural network (RNN) that has been successfully applied in various time series forecasting tasks,
including stock price prediction and product demand forecasting. The key advantage of LSTM is its ability to
learn and retain information over extended sequences, making it ideal for capturing the temporal dependencies
inherent in time series data [14]. However, the implementation of LSTM models is not without challenges. As
noted by Bukhari ef al (2020), LSTM networks require substantial computational resources and are more
complex to train compared to traditional models, which can be a barrier to their widespread adoption in
resource-constrained environments [19].

Recent trends in demand forecasting highlight the increasing use of hybrid models that combine multiple
algorithms to enhance forecasting accuracy. Hybrid models leverage the strengths of different forecasting
techniques to mitigate their individual weaknesses. For instance, hybrid models that integrate ARIMA with
LSTM have shown significant improvements in accuracy across various forecasting applications [25]. The
hybrid ARIMA-LSTM model benefits from ARIMA's ability to handle linear components and LSTM's proficiency
in capturing non-linear patterns, offering a more comprehensive solution for time series data that exhibits both
behaviors. Additionally, studies by Nashold and Krishnan (2020) have demonstrated that the SARIMA-LSTM
hybrid model is particularly effective in managing both seasonal variations and non-linearity, outperforming
single-model approaches in complex forecasting scenarios [22].

The adoption of cloud computing and edge computing technologies has gained traction in the context of
demand forecasting due to their ability to enhance data processing and analysis capabilities. Cloud computing
provides a scalable and flexible environment where companies can manage and analyze large datasets in real-
time, significantly accelerating the computational processes involved in forecasting. By leveraging cloud
infrastructure, organizations can deploy complex forecasting models without the need for extensive on-
premises hardware, thus reducing costs and improving accessibility. Edge computing, on the other hand,
processes data closer to the source—such as IoT devices or local servers—thereby reducing latency and
improving response times [16]. This is particularly beneficial in scenarios where real-time data processing is
crucial, such as in supply chain management, where quick decision-making based on the latest demand
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forecasts can lead to more efficient operations. The integration of edge computing with cloud services enables
a hybrid approach where critical data is processed at the edge, and more complex analytics are performed in
the cloud, offering a balanced solution between speed and computational power.

The integration of Artificial Intelligence (AI) and data analytics into demand forecasting processes has
become increasingly prevalent, driven by the need to improve forecasting accuracy and tailor product offerings
more closely to consumer behavior. Al algorithms can analyze vast amounts of consumer data to detect
purchasing patterns, predict emerging trends, and offer personalized product recommendations [20]. These
capabilities are particularly valuable in e-commerce, where understanding and anticipating consumer
preferences can lead to significant competitive advantages. Data analytics complements Al by enabling more
precise market segmentation, allowing companies to adjust their marketing strategies and product offerings
to meet the specific needs and preferences of different consumer segments. Advanced data analytics tools
can process and analyze large volumes of structured and unstructured data, providing deeper insights into
consumer behavior, market trends, and other factors that influence demand. The combination of Al and data
analytics thus represents a powerful approach to modern demand forecasting, offering the ability to make
more informed decisions and optimize supply chain operations [20].

The extant literature on product demand forecasting elucidates a broad spectrum of predictive models
and time series forecasting algorithms, each characterized by distinct advantages and limitations. Models such
as ARIMA and SARIMA have demonstrated efficacy in addressing seasonal variations, whereas Prophet is
particularly adept at capturing intricate trends [24]. LSTM networks present an advanced approach for
modeling non-linear data with long-term dependencies, although their implementation necessitates substantial
computational resources [14]. Hybrid models, which integrate multiple forecasting methodologies, have
emerged as highly effective in enhancing predictive accuracy by capitalizing on the synergistic strengths of the
individual components [25]. Furthermore, the integration of cloud computing, edge computing, artificial
intelligence (AI), and data analytics has significantly augmented the capabilities of demand forecasting
systems, facilitating real-time processing, personalized recommendations, and enhanced predictive precision.
These technological advancements are redefining the benchmarks for demand forecasting, equipping
enterprises with sophisticated tools to optimize inventory management, production, and distribution processes
within an increasingly competitive global marketplace [18].

5. Conclusion

Based on the analysis of daily sales data since the launch of Temu in July 2022, various forecasting models
were tested, including ARIMA, SARIMA, Prophet, and LSTM. The findings indicate that the Prophet and SARIMA
models demonstrated the highest accuracy in predicting product demand. Prophet, developed by Facebook,
excels in handling data with complex trends and seasonality while also offering superior computational
efficiency. This model can capture seasonal patterns with high accuracy and shows robustness against outliers
and missing values. Similarly, SARIMA also performed exceptionally well, particularly in identifying and
predicting strong seasonal patterns within the sales data. SARIMA has proven to be effective in forecasting
product demand with clear seasonal variations.

On the other hand, the LSTM model, despite its significant potential in managing non-linear data and
long-term dependencies, faces practical implementation challenges due to its high computational
requirements. The ARIMA model, while relatively simpler and easier to implement, is less suitable for data
with strong seasonal patterns but remains useful for product categories with more stable and non-seasonal
demand patterns. These findings underscore the importance of selecting the appropriate model to enhance
the accuracy of demand forecasting in the Temu application. The implementation of Prophet as the primary
model, with SARIMA as an alternative, can help Temu manage inventory more efficiently, reduce storage
costs, and improve response speed to market demand changes.

Additionally, this research highlights the importance of adopting cutting-edge technologies such as cloud
computing and artificial intelligence (AI) to accelerate the computational and data analysis processes. The
application of these technologies enables Temu to manage and analyze data in real-time while providing a
more personalized and relevant shopping experience for users. The effectiveness of Prophet and SARIMA
models in demand forecasting, along with the potential of advanced technologies to improve operational
efficiency and customer satisfaction in marketplace platforms like Temu, is clearly demonstrated. Practical
implementation recommendations include integrating the selected forecasting models into Temu’s operational
systems, regularly adjusting model parameters, and continuously monitoring model performance. This
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approach aims to ensure that predictions remain accurate and relevant in response to the dynamic changes
in market trends.
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