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Abstract: The Meteorology, Climatology, and Geophysics Agency (BMKG) is a government institution that 

provides information related to air quality, climate, dry days, satellite imagery, wave forecasts, wind 

forecasts, and fire potential. This information is disseminated not only through BMKG's official website but 

also via the social media platform X, making it easier for the public to access up-to-date information. This 
study aims to classify user sentiment towards the weather information services provided by BMKG using the 

K-Nearest Neighbor (KNN) method. Data was collected through a web crawling technique, resulting in 1,031 
data points analyzed in this research. The data processing stages included Pre-Processing and sentiment 

calculation using Vader's Sentiment and Random Forest. The classification results using the KNN algorithm 

showed an accuracy rate of 96%, with an average precision of 96%, an average recall of 96%, and an 
average f-measure of 96%. These findings indicate that the KNN model can effectively classify user 

sentiment towards BMKG's services. 
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1.  Introduction 

The Meteorology, Climatology, and Geophysics Agency (BMKG) is a government institution responsible 

for providing information related to meteorological, climatological, and geophysical conditions in Indonesia. 
The services offered by BMKG include data on air quality, climate, dry days, satellite imagery, wave forecasts, 

wind forecasts, and the potential for forest fires [1]. With the advancement of technology and the growing 
demand for fast and accurate information, BMKG has expanded its distribution channels beyond its official 

website at https://www.bmkg.go.id/ by also utilizing various social media platforms, including X. The 

dissemination of information through social media aims to make it easier for the public to access relevant 
weather and environmental data. For instance, in 2024, BMKG released the annual rainfall predictions through 

the Climate Outlook 2024, providing crucial information for communities and stakeholders in planning activities 
dependent on weather conditions [2]. Accuracy in weather forecasting is critical, as precise predictions can 

assist in making informed decisions and mitigating the risks of natural disasters. Therefore, achieving high 
accuracy in weather predictions is a primary goal in various research and technological developments in 

meteorology [3]. 

One approach to evaluating public perception of the information services provided by BMKG is through 
sentiment analysis of social media users. Sentiment analysis, often referred to as opinion mining, is a branch 

of text mining research that aims to uncover the opinions, attitudes, or feelings of individuals towards a 
particular subject based on the text they produce. In this study, sentiment analysis is used to identify whether 

the responses of users to the weather information provided by BMKG are positive, negative, or neutral. The 

method used in this study is the K-Nearest Neighbor (KNN) algorithm, a popular technique in sentiment 
analysis due to its ability to compare a single data point with a set of data that has already been collected and 

studied, allowing for accurate predictions [4]. KNN is a supervised learning method that uses labeled data to 
predict the class of new data. In this case, KNN is employed to classify the sentiment of social media users 

towards BMKG’s information services. Social media usage in Indonesia in 2023 reached 240 million people, 

reflecting the high internet penetration and the popularity of digital platforms among the population. According 
to the Digital 2023 Indonesia report, the number of X users in Indonesia increased by 5.6 million, equivalent 

to a 30.1% growth compared to the previous year. Among X users in Indonesia, 45.3% are female, and 54.7% 
are male [5][6]. These figures indicate that X is an effective medium for reaching various segments of the 

population, including the dissemination of weather information. 
This study aims to identify the perspectives and reactions of users towards BMKG's weather information 

services distributed via X. The findings from this study are expected to provide valuable insights for BMKG to 

enhance the quality of its services, particularly in the communication of information through social media. By 
understanding how users respond to the information provided, BMKG can make necessary adjustments to 

ensure that the information is not only accurate but also well-received by the public. Additionally, this study is 
anticipated to contribute to the development of more effective communication strategies for weather 

information dissemination. Through sentiment analysis, BMKG can pinpoint areas requiring improvement and 

optimize its interactions with social media users. As a result, this study focuses on both the technical aspects 
of weather prediction and the human aspect, examining how the information is received and understood by 

the public. 
 

2.  Research Method 

This study collected data from the social media platform X related to the weather information provided 
by BMKG, covering the period from October 2023 to March 2024. The data was gathered using a web crawling 

technique, which is essential for building a search engine index. This technique allows researchers to collect 
large volumes of data and ensures that the index is regularly updated to maintain the accuracy of search 

results. In this study, the crawling technique successfully retrieved 1,031 data points, which were then used 

as test data. The data processing began with the Pre-Processing stage, which involves several critical steps to 
clean the dataset of irrelevant or inconsistent elements. According to Suradi, these steps include data cleaning, 

case folding, normalization, tokenization, and stemming. Data cleaning aims to remove redundant or irrelevant 
data, while case folding standardizes the case of the letters in the dataset to lowercase. Normalization restores 

words to their correct forms in Indonesian, tokenization breaks sentences into individual words, and stemming 
reduces words to their root forms. Once the Pre-Processing stage was completed, the data was analyzed using 

the K-Nearest Neighbor (KNN) algorithm. KNN is a supervised learning algorithm used for classification based 

on the proximity of the test data features to the training data. In this study, KNN was employed to classify 
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user sentiment towards the information provided by BMKG. Before applying KNN, the pre-processed data was 

further processed using Vader’s Sentiment analysis and the Random Forest method to produce a structured 

and comprehensible output. 
The research methodology involves several systematically ordered steps. The problem formulation stage 

identifies and clearly defines the research problem, which in this case is classifying user sentiment towards 
BMKG's weather information disseminated through X. Conceptual modeling involves developing a conceptual 

model to describe the relationships between the variables being analyzed. This stage also includes preparing 
and installing the necessary libraries for data processing, such as emoji, Sastrawi, tweet-preprocessor, Pandas, 

os, regular expressions, NLTK, NumPy, Seaborn, sklearn, and Matplotlib. In the data collection or output phase, 

data collected from X over six months is used as input for the research. The output of this stage is a dataset 
ready for further analysis. The modeling phase involves processing and modeling the collected data using the 

KNN method, which includes further data cleaning, removing duplicate entries, and handling missing data. 
The simulation phase involves determining the sentiment of each processed data point through simulation, 

which includes automatically labeling the data by translating it from Indonesian to English, followed by applying 

the VaderSentiment technique for sentiment analysis. In the verification, validation, and experimentation 
phase, the analysis results are verified and validated to ensure accuracy, and experiments are conducted to 

test the effectiveness of the methods used. Finally, in the output analysis phase, the study's findings are 
analyzed and presented in the form of a classification report, including performance metrics such as accuracy, 

precision, recall, and f-measure. Through these steps, this study successfully identified user sentiment towards 
the weather information provided by BMKG, providing a strong foundation for developing more effective 

communication strategies. 

 

3.  Result and Discussion 

3.1 Results 

3.1.1. Problem Formulation 
The initial stage of this research involves identifying and formulating the specific problem to be 

addressed. The focus of this study is the sentiment analysis of the weather service provided by BMKG, using 
data collected through a web crawling method. The data was sourced from the social media platform X, with 

the collection process conducted using a Python program executed in Google Colabs. This approach ensured 
that a substantial amount of relevant data could be retrieved efficiently for analysis. The gathered data served 

as the foundation for understanding how users perceive and respond to the weather information provided by 

BMKG. 

 
Figure 1. Crawling Data View 

 
3.1.2. Conceptual Model 

The conceptual model phase of the research involves several critical steps aimed at preparing the data 
for analysis. These steps include the installation of necessary libraries and the reading of the dataset, which 

are essential to ensure that the modeling process aligns with the objectives of the study. The installation of 
libraries is a fundamental process that must be completed before proceeding to the data Pre-Processing stage. 

This stage involves setting up the environment with all the necessary tools for data manipulation and analysis. 

The libraries required for this research include emoji, Sastrawi, tweet-preprocessor, pandas, os, regular 
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expressions, nltk, numpy, seaborn, sklearn, and matplotlib. Each of these libraries serves a specific purpose 

in handling and analyzing the data. For instance, Sastrawi is used for stemming in the Indonesian language, 

while nltk provides tools for text processing. The successful installation of these libraries ensures that the data 
can be processed effectively, facilitating accurate sentiment analysis. 

 

 
Figure 2. Install Python Library 

 

After installing the necessary libraries, the next step is to read the dataset. This involves loading the data into 
the environment so that it can be manipulated and analyzed. The dataset used in this research is in CSV 

format, containing posts related to BMKG that were sourced from the social media platform X. The process of 

reading the dataset is crucial as it allows the researcher to access the raw data, which will then undergo 
various stages of processing. The structure and content of the dataset are examined to ensure that it is suitable 

for the intended analysis. 
 

 
Figure 3. Data Reading View 

 
3.1.3. Collection of Input/Output Data 

In this phase, data was collected over a six-month period, amounting to 1,013 entries that serve as the 
input for this research. The data collection spanned from October 2023 to March 2024, ensuring that the data 

is both recent and relevant. The primary goal during this period was to gather a comprehensive dataset that 

could provide insights into user interactions and sentiments regarding BMKG's weather services. The use of 
the social media platform X as a data source was strategic, given its widespread use and the active engagement 

of users on this platform. The data collected during this period is expected to reflect the public's real-time 
reactions and sentiments towards the weather information disseminated by BMKG. 

 

 
Figure 4. Post X Crawling Data Results Display 

 

3.1.4. Modeling Phase 
The modeling phase is a critical part of the research, as it involves the application of various data 

processing techniques to derive meaningful insights. The first step in this phase is the Pre-Processing of data, 
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which is essential for cleaning the dataset and preparing it for analysis. Pre-Processing ensures that the data 

is free from inconsistencies and is structured in a way that is suitable for the subsequent analytical methods. 

Data cleaning is an integral part of the Pre-Processing stage. This process involves the removal of duplicate 
entries and any empty posts that may exist within the dataset. By eliminating redundant data, the researcher 

ensures that the analysis is based on unique and relevant entries, thereby improving the accuracy and reliability 
of the results. The cleaned dataset is then ready for further processing, which will enhance the quality of the 

sentiment analysis. 
 

 
Figure 5. Cleaning Data View 

 
Case folding is another vital step in the Pre-Processing phase. This process standardizes all the text within the 

dataset to lowercase. If the dataset contains any capital letters, they are automatically converted to lowercase 

using a specific formula. The purpose of case folding is to eliminate variations in text that could affect the 
analysis, such as treating "BMKG" and "bmkg" as different entities. By ensuring uniformity in the text case, 

the analysis becomes more consistent and accurate. 
 

 
Figure 6. Case Folding View 

 

Normalization is the process of converting words in the dataset to their correct forms in the Indonesian 
language. This step is particularly important for handling abbreviations and informal language often found in 

social media posts. During normalization, abbreviated words are expanded into their full forms, and any non-
standard language is corrected to ensure that the data is accurate and suitable for analysis. This process is 

crucial for enhancing the quality of the sentiment analysis, as it ensures that the text is standardized and 

interpretable. 
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Figure 7. Normalization Display and Results 

 
Tokenization involves breaking down sentences into individual words or tokens. This step is essential for 

analyzing the text at a granular level, as it allows the researcher to examine each word independently. The 
process includes stemming, which reduces words to their root forms, using functions from the Sastrawi library 

or based on the KBBI dictionary. By tokenizing the text, the researcher can better understand the components 

of the sentences and how they contribute to the overall sentiment. 
 

 
Figure 8. Example of Preprocessing Results 

 
3.1.5. Simulation Phase 

In the simulation phase, the research employs automatic labeling to determine the sentiment of each 

post on X, categorizing them as positive, negative, or neutral. Since the posts on X are originally in Indonesian, 
they are first translated into English using the df.replace(translations, inplace=True) function. This translation 

is necessary because the subsequent analysis, particularly using VaderSentiment, is conducted in English. 
VaderSentiment is a tool designed to analyze sentiment in English text, which is why the posts must be 

translated before this step. The use of automatic labeling streamlines the process, allowing the researcher to 
efficiently categorize a large volume of data. 

 

 
Figure 9. Automatic Labeling With Translations 

 

After the automatic labeling and translation, the data is processed using VaderSentiment. This tool assesses 
the sentiment of the text and classifies it into positive, negative, or neutral categories. The application of 

VaderSentiment provides a more structured and objective analysis of the text, as it converts the qualitative 

content into quantifiable sentiment scores. The results of this phase are crucial for understanding how users 
perceive BMKG's weather services on social media. 

 

 
Figure 10. Results of the Stages Using VaderSentiment 
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The results of the automatic labeling are implemented through Python programming, ensuring that the process 

is efficient and scalable. The data is then further analyzed to develop distribution models, which visually 

represent the sentiment data. 

 
Figure 11. English Automatic Labeling Results 

 
With the data obtained, the distribution of sentiment is developed into visual representations. As seen in Figure 

20, the sentiment distribution within the BMKG dataset shows that there are 665 neutral posts, 181 positive 
posts, and 167 negative posts. This distribution provides a clear overview of the general sentiment towards 

BMKG's weather services, indicating areas where the service is well-received and areas that may require 
improvement. 

 
Figure 12. Distribution of Sentiment Spread Using Bar Chart 

 

 
Figure 13. Sentiment Distribution Using Wordcloud 
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3.1.6. Conclusion Verification, Validation, and Experimentation 

This section of the research involves several critical steps to verify and validate the conclusions drawn 

from the data analysis. The process includes feature extraction, data balancing, and the application of the K-
Nearest Neighbor (KNN) algorithm to classify the data. Feature extraction in this research is conducted using 

the sklearn library and modules such as TfidfVectorizer and TfidfTransformer. The sklearn library is utilized for 
processing data in sentiment analysis, while feature_extraction.text is specifically used for extracting features 

from the text. TfidfVectorizer and TfidfTransformer calculate the frequency of words in the text and convert 
them into vector values. This process is essential for quantifying the text, allowing for more accurate sentiment 

analysis. 

 
Figure 14. TF-IDF stages 

 
The explanation regarding Index 0 on the left side of the data, which has a count of 15, indicates that the first 

text of a document, while Index 1 with a count of 6, indicates the second text of a document, and Index 2 
with a count of 4, indicates the third text of a document, and so on until Index 1012. The numbers in 

parentheses outside the data indicate the results of the TF-IDF weighting from the Python program. 
 

 
Figure 15. TF-IDF Calculation Results 

 

The SMOTE (Synthetic Minority Over-sampling Technique) method is used in this research to address the issue 
of imbalanced data. SMOTE is a technique for generating synthetic samples from the minority class to create 

a more balanced dataset. By using SMOTE, the research ensures that the model is trained on a dataset that 
is more representative of all classes, which improves the accuracy of the sentiment classification. The 

imbalanced dataset is adjusted through the imblearn library, which facilitates the generation of synthetic 

samples and enhances the model's performance. 
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Figure 16. SMOTE Method Display 

 
In this stage, the dataset is split into training and test sets using a 90:10 ratio. This ratio is chosen because 

the dataset consists of 1,031 entries, and it is important that the model learns from a large portion of the data 

to achieve high accuracy. The splitting process ensures that the model is tested on data it has not seen during 
training, providing a realistic evaluation of its performance. 

 

 
Figure 17. Display of Training and Test Data Sharing Script 

 

The K-Nearest Neighbor (KNN) algorithm is applied in this stage to classify the sentiment data. The KNN 
architecture is imported through sklearn, and the dataset, which has been prepared and cleaned, is used to 

train the model. The command "classifier.fit(x_train, y_train)" is used to fit the model with the training data, 

allowing it to learn the patterns within the data. 
 

 
Figure 18. K-Nearest Neighbor / KNN Classification Stage Display 

 
The KNN algorithm then calculates the sentiment classification by comparing the test data with the training 

data, using different ratios such as 90:10, 80:20, 70:30, and 60:40. By testing the model with different ratios, 

the research identifies the best configuration for achieving accurate sentiment classification. The results are 
summarized in Table 2, which shows the accuracy of the model for each ratio. With the following formula: 

 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)
2

𝑛

𝑖=1

 

 

Where 
𝑥: feature vector from test data 

𝑦: feature vector from training data 

𝑛: number of features 

 

By comparing between trials at several ratios, the results are displayed in a table. 
 

Table 1. Ratio Comparison Table 

Training Data Test Data Accuracy 

90% 10% 0.96 
80% 20% 0.9448621553884712 

70% 30% 0.9449081803005008 
60% 40% 0.9360902255639098 

 

After classification, the model is evaluated using a confusion matrix to ensure the effectiveness of the method 
applied. The confusion matrix provides a summary of the prediction results, including the number of correct 

and incorrect predictions for each class. The results are categorized as neutral, positive, or negative, and the 
matrix helps in identifying any areas where the model may need improvement. 
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Figure 19. Confusion Matrix Results 

 

3.1.7. Output Analysis Phase 
The final phase of the research involves analyzing the output of the K-Nearest Neighbor (KNN) method. 

The analysis includes key performance metrics such as accuracy, precision, recall, and F1-score, which provide 

a comprehensive evaluation of the model's performance. These metrics help in determining how well the 
model has classified the sentiment data and provide insights into any areas that may require further 

refinement. 

 
Figure 20. K-Nearest Neighbor / KNN Classification Report Results 

 
3.2 Discussion 

The results of this study provide valuable insights into the sentiment expressed by users on the social 
media platform X regarding the weather services provided by BMKG. By using the K-Nearest Neighbor (KNN) 

algorithm and other data processing techniques, the research successfully categorized user sentiment into 

positive, negative, and neutral categories. This categorization allows for a more nuanced understanding of 
public perception, which is crucial for enhancing the effectiveness of BMKG's communication strategies. One 

of the key findings from the sentiment analysis is the distribution of sentiment among the dataset, as shown 
in Figure 12 and Figure 13. The data reveals that a significant portion of the sentiment is neutral, with 665 

out of 1,013 posts falling into this category . This neutrality could indicate that while users are engaging with 

the weather information provided by BMKG, they may not have strong opinions or reactions to the content. 
Neutral sentiment could also reflect a level of satisfaction with the information, where users find it adequate 

but not remarkable. This suggests that while BMKG's weather services are being utilized, there may be 
opportunities to further engage the public and evoke more positive responses. 

The presence of 181 positive posts is also noteworthy, as it indicates that a portion of the user base finds 
value in the weather services provided by BMKG. Positive sentiment is often associated with satisfaction, trust, 

and a high level of engagement with the content. For BMKG, this is an encouraging sign that their efforts in 

disseminating weather information are appreciated by the public. However, the relatively lower number of 
positive posts compared to neutral ones suggests that there is still room for improvement in making the 

content more appealing and engaging to users. This could involve enhancing the visual presentation of the 
information, making it more interactive, or providing more personalized weather updates. Conversely, the 

study also identified 167 negative posts within the dataset. Negative sentiment is a critical area of focus as it 

can indicate dissatisfaction, frustration, or confusion among users. The sources of negative sentiment can vary 
widely, ranging from the perceived inaccuracy of weather forecasts to the clarity and accessibility of the 

information provided. For BMKG, understanding the specific reasons behind the negative sentiment is essential 
for addressing user concerns and improving the overall quality of the service. By analyzing the content of 

these negative posts, BMKG can identify common themes or issues that need to be addressed, such as 

improving forecast accuracy or making the information more user-friendly. 
The application of the K-Nearest Neighbor algorithm in this study has been proven to be effective in 

classifying sentiment with a high degree of accuracy. As shown in Table 1, the model achieved an accuracy 
rate of up to 96% when using a 90:10 ratio of training to test data. This high accuracy indicates that the KNN 

algorithm is well-suited for this type of sentiment analysis, providing reliable results that can be used to inform 
decision-making processes. The use of other performance metrics, such as precision, recall, and F1-score, 
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further supports the robustness of the model. These metrics ensure that the model not only classifies sentiment 

correctly but also minimizes errors, particularly in distinguishing between positive and negative sentiments. 

The use of feature extraction techniques, including TfidfVectorizer and TfidfTransformer, played a 
significant role in enhancing the model's performance. By converting textual data into numerical vectors, these 

techniques allowed the algorithm to process and analyze the text more effectively. The success of this 
approach highlights the importance of proper data preparation in achieving accurate sentiment classification. 

The detailed explanation of the feature extraction process, as shown in Figure 14 and Figure 15, provides a 
clear understanding of how the textual data was transformed and used in the analysis. Moreover, the 

implementation of SMOTE (Synthetic Minority Over-sampling Technique) was crucial in addressing the issue 

of imbalanced data, as detailed in Figure 16. Imbalanced datasets are a common challenge in sentiment 
analysis, where one sentiment category may dominate the dataset, leading to biased results. By generating 

synthetic samples for the minority class, SMOTE helped to balance the dataset, ensuring that the model was 
trained on a more representative set of data. This, in turn, contributed to the overall accuracy and reliability 

of the sentiment classification. The confusion matrix, presented in Figure 19, provided further validation of the 

model's performance by showing the distribution of correct and incorrect classifications across the sentiment 
categories. The matrix revealed that the model was particularly effective at identifying neutral sentiment, 

which aligns with the overall distribution of the dataset. However, it also indicated areas where the model 
could be improved, particularly in differentiating between closely related sentiments, such as slightly positive 

versus neutral. 
The final analysis, as summarized in Figure 20, underscores the effectiveness of the KNN algorithm in 

performing sentiment analysis on social media data. The high accuracy, precision, recall, and F1-score 

achieved by the model demonstrates its capability to provide meaningful insights into user sentiment. These 
findings are particularly valuable for BMKG as they seek to improve their weather services and better engage 

with the public. This study has demonstrated the importance of using advanced data analysis techniques, such 
as KNN and SMOTE, to gain a deeper understanding of public sentiment. The insights gained from this research 

can guide BMKG in refining their communication strategies, addressing user concerns, and ultimately 

enhancing the value of their weather services to the public. Future research could build on these findings by 
exploring other machine learning algorithms or incorporating additional data sources, such as user feedback 

surveys, to further enhance the accuracy and relevance of the sentiment analysis.  
 

4.  Related Work 

The K-Nearest Neighbor (KNN) algorithm is an integral part of machine learning, particularly within the 
supervised learning category. Supervised learning utilizes labeled data, where both inputs and outputs are 

predefined, enabling the model to learn from existing data to make predictions about new, unseen data. The 
primary function of the KNN algorithm is to establish a relationship between input and output data, allowing 

it to predict outcomes for new inputs that were not part of the original dataset. In supervised learning, common 

examples include regression, where the model predicts the price of an item based on its features, and 
classification, where the model assigns a category to a given input [7]. KNN is a non-parametric algorithm, 

meaning it does not assume any specific distribution for the data, making it highly adaptable to various data 
types. Its instance-based nature, where predictions are made based on the nearest data points in the training 

set, further underscores KNN’s utility in supervised learning tasks [4]. 
The application of the KNN method in this study follows a structured process designed to produce clear 

and interpretable results. The process begins with problem formulation, where the specific research problem—

sentiment analysis of BMKG's weather services—is identified and defined. This study uses data collected 
through a web crawling technique to evaluate the efficiency and scalability of processing large volumes of web 

pages, ensuring that the search index is regularly updated for accuracy [8]. Following the problem formulation, 
the conceptual modeling phase primarily focuses on data pre-processing, organizing and preparing the data 

for subsequent analysis. The data collection phase involves gathering input data, which is then processed to 

generate output data that aligns with the conceptual model. This step is essential for ensuring that the data 
used in the analysis is both relevant and properly formatted. The modeling phase then determines the 

approach for analyzing sentiment data, with an emphasis on distinguishing between negative and positive 
sentiments. 

The simulation phase involves testing and evaluating the data to classify the sentiment as negative or 

positive using the KNN algorithm. The objective of this phase is to simulate real-world conditions and assess 
the model’s performance in classifying sentiments accurately. The final stage—conclusion (verification, 
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validation, and experimentation)—aims to validate the findings and ensure that the results are accurate and 

reliable. This stage includes thorough verification and validation processes to confirm that the KNN algorithm 

effectively analyzes and categorizes sentiment data. The output analysis phase provides the final results of 
the KNN calculations, offering a complete view of the sentiment analysis outcomes. 

 

 
Figure 21. K-Nearest Neighbor (K-NN) Algorithm Research Flow View 

 

The main objective of this study is to apply the KNN method for sentiment analysis of BMKG's weather 
services on the social media platform X, with the specific aim of identifying user opinions and reactions. This 

analysis is intended to assist BMKG in improving their services by making decisions informed by user feedback. 
The results of this research could enable BMKG to optimize their services, enhance interaction with social 

media users, and strengthen public engagement with weather information. This study builds upon previous 

research in the field of sentiment analysis using the KNN method, particularly within the context of weather 
forecasting. The first related study focused on predicting and calculating the accuracy of weather data in 

Indonesia. Although this study also dealt with weather data, it employed a different methodology. The findings 
were particularly useful for the community, helping them anticipate colder temperatures [9]. The second 

related study addressed a similar subject—weather forecast optimization—but utilized a different method. This 
research succeeded in providing optimal weather forecasts and improving classification accuracy [10]. The 

third related study differed in its subject matter but applied the same KNN method. It focused on classifying 

stroke disease and was able to predict test samples for the disease using the KNN algorithm [11]. 
The primary distinction between this study and previous research lies in the specific focus of the analysis. 

While earlier studies explored different methodologies or subjects, this research uniquely focuses on weather 
information specific to Central Java. Unlike prior studies that may have included multiple variables, this 

research narrows its scope to a single variable: weather information for Central Java. Despite these differences, 

all the studies, including this one, share a common approach—the application of the KNN algorithm for 
classification tasks. This study effectively demonstrates the use of the K-Nearest Neighbor (KNN) algorithm in 

sentiment analysis. By focusing on weather information for Central Java, it provides BMKG with practical 
insights that can enhance communication strategies and improve public engagement. The comparison with 

earlier studies highlights the adaptability and effectiveness of the KNN method across various domains, 
reaffirming its value in machine learning and sentiment analysis. 

In this research, the implementation of the K-Nearest Neighbor (KNN) algorithm aligns with related works 

across multiple fields, including healthcare, finance, social media analysis, text categorization, and disaster 
management. KNN has consistently demonstrated reliable performance across these domains, highlighting its 

robustness and flexibility, making it an ideal choice for sentiment analysis of BMKG's weather services. For 
instance, KNN has been employed in research on credit risk classification, where the algorithm performed well 

in predicting credit risk [12]. Additionally, KNN has been applied to academic performance analysis, considering 

various cognitive and non-cognitive features, demonstrating its capacity to handle complex data [13]. The 
findings of this study indicate that KNN can achieve very high accuracy, with a confusion matrix score reaching 
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96%. This aligns with other studies that have shown KNN's effectiveness in managing classification and 

regression tasks, often outperforming other algorithms in areas such as cancer classification [14]. Furthermore, 

earlier research has noted that KNN can achieve strong results in data classification using various weighting 
and similarity measurement techniques . The average precision and recall scores of 96% each further 

demonstrate that the model is not only accurate but also capable of correctly identifying positive data, which 
is essential in sentiment analysis. 

Consequently, this study offers valuable recommendations for BMKG to improve their interaction and 
communication with the public through social media. Future research could build upon these findings by 

exploring hybrid models or integrating additional data[15] sources to refine the analysis and expand its 

applicability. KNN, as a method that is both simple and effective, shows significant potential in a wide range 
of applications, including the sentiment analysis that is the focus of this research [16][17]. The related works 

reviewed in this study highlight the versatility and effectiveness of the K-Nearest Neighbor (KNN) algorithm 
across various domains. By successfully applying KNN to sentiment analysis of weather information for Central 

Java, this research not only aligns with but also builds upon previous studies, demonstrating the algorithm's 

capability to deliver accurate and reliable results in diverse applications. The findings of this study contribute 
to a broader understanding of KNN's utility, providing a solid foundation for future research and practical 

applications in sentiment analysis and beyond. 
 

5.  Conclusion 

This study applied the K-Nearest Neighbor (KNN) algorithm to classify user sentiment towards the weather 
information services provided by BMKG. The algorithm was tested with various ratios of training and test data, 

yielding highly satisfactory performance. The analysis using the confusion matrix revealed that the KNN 
algorithm achieved an accuracy rate of 96%, indicating that the model possesses strong and accurate 

predictive capabilities. The average precision value of 96% suggests that the model successfully classified 

positive data with a high degree of correctness, with most predictions being accurate. Additionally, the average 
recall value of 96% demonstrates the model's effectiveness in identifying and classifying all positive data within 

the dataset. The average f-measure value of 96% reflects an optimal balance between precision and recall, 
indicating that the model provides consistent and balanced classification for both positive and negative data. 

These findings confirm that the KNN algorithm is an effective tool for sentiment analysis, particularly in 
evaluating the public's response to BMKG's weather services. The high level of accuracy, along with the balance 

between precision and recall, suggests that this model can be relied upon for accurate predictions. Therefore, 

the application of KNN in sentiment analysis offers a strong foundation for BMKG to enhance their interaction 
and communication with the public through social media, making them more responsive to user needs and 

perceptions. This study also paves the way for future research, such as exploring other algorithms or combining 
methods to further improve the accuracy and effectiveness of sentiment analysis. 
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