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Abstract: This study aims to develop and implement an efficient hospital queue management system by 

integrating the Priority Queue algorithm with Reinforcement Learning (RL). The primary objective is to 
enhance the prioritization of emergency patients, ensuring that those with the most critical conditions 

receive timely care. The Priority Queue algorithm facilitates the sorting of patients based on the severity of 

their medical conditions, while RL enables the system to continuously learn and optimize the queue 
management process using historical data and real-time feedback. The research methodology includes data 

collection from hospital queues, algorithm model development, and simulated and real-world data 
validation. The results demonstrate that the combination of these algorithms significantly reduces waiting 

times for emergency patients and improves overall hospital operational efficiency. Additionally, 

implementing this algorithm has increased patient satisfaction due to shorter wait times and more timely 
services. The study concludes that the Priority Queue algorithm enhanced by RL is an effective solution for 

hospital queue management and recommends further research on larger scales and with more complex 
algorithms. 
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1.  Introduction 

Queue management in hospitals is critical in ensuring the quality of healthcare services. Inefficient queue 

systems can lead to severe issues, including patient dissatisfaction, reduced operational efficiency, and 
negative impacts on clinical outcomes. Long queues and extended waiting times often frustrate patients, 

especially in critical units such as Emergency Departments (ED) and specialist clinics. With the increasing 
number of patients needing care, especially in emergencies, hospitals face significant challenges in managing 

patient flow efficiently and effectively. One promising approach to improving hospital queue management is 

using a Priority Queue algorithm enhanced by Reinforcement Learning (RL). This algorithm focuses on 
managing patient priorities based on the urgency of their conditions, ensuring that those requiring immediate 

care are treated promptly. With the help of machine learning technologies like RL, this algorithm can 
continuously learn and adapt to improve its effectiveness in dynamic situations. 

Queue management in hospitals, particularly in the ED, is a field that has been extensively studied. For 
instance, a study by Armony et al. (2015) highlights the importance of applying data-driven queuing science 

to optimize hospital patient flow. This research emphasizes the need for hospitals to have queue systems that 

can adapt to fluctuations in patient numbers [1]. Additionally, research by Benevento et al. (2019) on dynamic 
waiting time prediction in EDs significantly improves resource management in these departments [2]. Hospitals 

can more efficiently route patients using dynamic waiting time prediction models, reducing wait times and 
enhancing service quality. Further, research by Liang (2016) on queue management and patient experience 

reveals that patients' perceptions of wait times can be influenced by the physical environment of the queue 

[3]. Managing the physical environment around the queue area, such as the comfort of the waiting rooms and 
effective communication with patients, plays a crucial role in minimizing the discomfort experienced by patients 

during their wait. 
The Priority Queue algorithm is a critical component of queue management in hospitals. This algorithm 

organizes queues based on specific priorities, such as the severity of patients' conditions. Research by Brown 

(1988) discusses the implementation of priority queue algorithms in queue management simulations [4], 
demonstrating how this data structure can be efficiently applied in various scenarios. Furthermore, a study by 

Thorup (2007) exploring the relationship between priority queues and sorting provides insight into how the 
complexity of this algorithm can be managed [5]. This is particularly important in the hospital, where the 

queue system must handle multiple priorities quickly and accurately. Another study by He et al. (2012) 
examines multi-class, multi-server queue systems with enhanced customer priority, which offers perspectives 

on how the priority queue algorithm can be applied in hospital situations involving different levels of patient 

priority [6]. 
The application of Reinforcement Learning (RL) in hospital queue management is an innovative approach 

that can help optimize the performance of queue systems. A study by Liu et al. (2019) explores using RL 
models to learn optimal control policies in queuing networks [7]. These models enable the system to 

continuously learn and adjust policies based on the data received, aiming to minimize job delay or queue 

buildup. Research by Maity and Taleb (2022) on RL-based queue allocation in a software-defined queuing 
framework also highlights the potential of RL in automating queue management in hospitals [8]. Using RL, the 

system can dynamically allocate resources based on real-time needs, reducing patient wait times and 
improving operational efficiency. Moreover, a study by Yousif et al. (2022) that applies RL to random early 

detection algorithms in adaptive queue management systems offers a further understanding of how RL can 
be used in dynamic queue management situations [9]. RL's ability to adapt and make real-time decisions is 

invaluable in the hospital CNS, where patient conditions and workloads can change rapidly. 

Despite the significant potential of applying Priority Queue algorithms and Reinforcement Learning in 
improving hospital queue management, several challenges remain. One major challenge is the need for 

accurate real-time data to train RL models. Only complete or precise data can reduce the model's effectiveness 
and lead to incorrect management decisions. Additionally, a robust information technology (IT) infrastructure 

is a critical prerequisite to support the implementation of these technologies. Hospitals must invest in advanced 

IT infrastructure to optimize the queue management system. Support from hospital staff is also a critical factor 
in successfully implementing these technologies. Without adequate support and understanding from the staff, 

even the most advanced queue management systems may fail to be effectively implemented. Therefore, 
collaboration between hospitals, IT experts, and researchers is essential to develop systems tailored to the 

specific needs and conditions of the hospital. Research by Turnip & Soewondo (2022) provides insight into the 

importance of effective budget management in hospitals [10], especially during the COVID-19 pandemic. This 
research emphasizes the need for proper resource allocation to support the implementation of new 

technologies like RL in queue management. 
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Additionally, a study by Suhartatik et al. (2022) on evaluating the success of Hospital Information System 

implementation in Hospital X, Jember Regency, shows that adopting technology in hospitals often faces various 

challenges, including technical issues and resistance from staff [11]. Therefore, conducting a thorough 
evaluation before and after implementing new technology is essential to ensure its success. Further research 

and additional case studies, such as the work by Armono (2022) on hospital performance measurement and 
evaluation, will be instrumental in strengthening the evidence on the effectiveness of RL-based queue 

management and priority queue algorithms [12]. In this way, hospitals can continue to develop and adopt 
more sophisticated and adaptive systems in the future, ultimately enhancing healthcare service quality and 

patient satisfaction. 

Queue management in hospitals is a complex yet critical challenge in ensuring optimal healthcare service 
quality. Applying Priority Queue algorithms enhanced by Reinforcement Learning offers an innovative solution 

to this issue, with significant potential to improve operational efficiency and patient satisfaction. While 
challenges such as the need for accurate real-time data and robust IT infrastructure remain, the prospects for 

using this technology are up and coming. With strong collaboration between hospitals, IT experts, and 

researchers, more sophisticated and adaptive queue management systems can be developed to meet future 
healthcare service challenges. 

 

2.  Research Method 

This study uses a quantitative approach to develop and test the Priority Queue algorithm strengthened 

by Reinforcement Learning (RL) in hospital queue management. This approach involves several stages, namely 
data collection, algorithm model development, and model testing and validation. 

 
2.1. Data Collection 

The first stage in this study is the collection of historical data from the hospital, which includes data on 

patient arrival time, duration of service, severity of patient condition, and clinical outcomes. These data are 
obtained from electronic medical records (EMR) and hospital information systems (Hospital Information System 

- HIS). Data collection was carried out over a certain period to ensure the completeness and accuracy of the 
data used in the model. The research objects came from the Health Services provided by the Student Affairs 

Bureau (BIMA) of Bakrie University, Tanjung Rede Health Center, and Unpad Jatinangor Health Center. 
 

2.2. Algorithmic Model Development 

After the data is collected, the next stage is the development of a Priority Queue algorithm model that is 
strengthened with RL. The Priority Queue algorithm functions to sort patients based on priority values 

determined by the severity of their medical conditions. These priorities can be set using scores calculated 
based on certain criteria, such as: 

𝑃𝑖 = 𝑤1 + 𝐾𝑖 + 𝑤2 + 𝑇𝑖 + 𝑤3 + 𝑈𝑖 

 
Where: 
𝑃𝑖  : The priority of patient i 

𝐾𝑖  : The severity of the medical condition of patient i 

𝑇𝑖  : The waiting time for patient i 

𝑈𝑖  : The urgency of patient i's condition 

𝑤1, 𝑤2, 𝑤3 : The weight of each criterion which can be adjusted according to hospital policy. 

 

Reinforcement Learning is used to dynamically optimize the weight values based on historical data and real-
time feedback. The RL algorithm used is Q-learning, where the Q values are updated based on the rewards 

received from certain actions. The Q-learning update formula is: 

 
𝑄(𝑠, 𝑎) ← Q(s, a) + α[r + γ 𝑚𝑎𝑥𝑎1  Q(𝑠′𝑎′) − Q(s, a)]  

 

Where: 
𝑄(𝑠, 𝑎)  : Q value for state s and action a 

α  : Learning rate 

r  : Reward received after action a 
γ  : Discount factor 
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s′  : The next state after the action a 

a′  : Optimal action in the next state s′ 

 
2.3. Testing and Validation 

The final stage of this research is testing and validating the developed algorithm model. Testing is done 
using simulated data and actual data collected previously from the hospital. This process involves creating a 

simulation of a patient queue in a hospital with various scenarios to measure the algorithm's effectiveness in 
reducing waiting times and increasing operational efficiency. Simulations are carried out by considering 

multiple variables such as patient arrival time, condition severity, and service duration. By creating a simulation 

environment close to natural conditions, we can identify potential problems and advantages of the algorithm 
before it is implemented on a full scale in the hospital. Validation is done by comparing the algorithm's results 

with accurate data to ensure accuracy and reliability. This precise data is taken from electronic medical records 
(EMR), including patient arrival history, waiting time, and clinical outcomes. This comparison uses statistical 

techniques to evaluate whether the algorithm can significantly reduce patient waiting time compared to 

traditional queuing systems. In addition, validation also involves testing on a subset of data not used in the 
algorithm development stage to test the algorithm's generalization ability on previously unknown data. 

 
2.3. Performance Evaluation 

The algorithm's performance was evaluated using several key metrics. First, Average Wait Time was 
measured to assess the algorithm's effectiveness in reducing patients' wait time before receiving care. This 

metric is vital because shorter wait times are often directly related to patient satisfaction and better clinical 

outcomes. Second, Patient Satisfaction Level was measured through surveys and patient feedback after 
receiving care. The survey included questions about general satisfaction with wait times, quality of care, and 

overall experience at the hospital. The survey results provided additional insight into the impact of the 
algorithm implementation on patient perceptions and experiences. Third, Operational Efficiency was evaluated 

by measuring improvements in resource utilization and workflow in the hospital. This included analysis of the 

use of medical personnel, treatment rooms, and medical equipment. Improvements in operational efficiency 
were measured by comparing the number of patients served per unit of time and the optimal use of medical 

resources. This analysis helped determine whether the algorithm could help the hospital allocate resources 
more effectively and improve overall productivity. 

 

3.  Result and Discussion 

3.1 Results 

The study aims to develop and implement a Priority Queue algorithm strengthened by Reinforcement 
Learning (RL) to optimize queue management in hospitals, especially in prioritizing patients with emergency 

conditions. Data for this study came from health services provided by the Student Affairs Bureau (BIMA) of 

Bakrie University, Tanjung Rede Health Center, and Unpad Jatinangor Health Center. The results of this study 
are divided into several main parts, namely data collection, algorithm development, testing and validation, and 

evaluation of algorithm performance in the context of a hospital. The data collected includes information on 
patient arrival time, severity of condition, duration of service, and clinical outcomes. This data was obtained 

from electronic medical records (EMR) and hospital information systems (Hospital Information System - HIS) 
at the Student Affairs Bureau (BIMA) of Bakrie University, Tanjung Rede Health Center, and Unpad Jatinangor 

Health Center. Data collection was carried out comprehensively and covered a sufficiently long period of time 

to ensure an accurate representation of the actual conditions in the health facilities. In addition, the data also 
includes feedback from patients regarding satisfaction with the services provided, which is measured through 

post-service surveys. 
 

3.1.1 Algorithm Development 

Priority Queue algorithm strengthened with Reinforcement Learning (RL) was developed to optimize 
queue management in hospitals, especially in prioritizing patients with emergency conditions. Each patient is 

assigned a priority value calculated based on several criteria, such as the severity of the medical condition, 
waiting time, and urgency of the condition. Suppose a patient has a severity of (𝐾𝑖) by 8, waiting time (𝑇𝑖) by 

30 minutes, and the urgency of the condition (𝑈𝑖) of 4. If the weight set is 𝑤1=0.5, 𝑤2=0.3, dan 𝑤3=0.2, then 

the priority value (𝑃𝑖) can be calculated as follows: 
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𝑃𝑖 = (0.5𝑥8) + (0.3𝑥30) + (0.2𝑥4) 
𝑃𝑖 = 4 + 9 + 0.8 
𝑃𝑖 = 13.8 

 

Reinforcement Learning is used to strengthen the algorithm by learning from historical data and real-time 

feedback. The RL model used is Q-learning. In Q-learning, Q values are updated based on the rewards received 

from certain actions. Suppose the current state (s) is “patient waiting”, and the action (a) is “prioritize 

emergency patients”. After this action, the reward (r) received is 10, and the next state (s′) is “patient 

receiving treatment”. If the previous Q value for the pair (s, a) is 5, the learning rate (α) is 0.1, and the 

discount factor (γ) is 0.9, then the Q values are updated as follows: 

 
𝑄(𝑠, 𝑎) ← 5 + 0.1 [10 + 0.9 x  𝑚𝑎𝑥𝑎1  Q(𝑠′𝑎′) − 5] 

 
If the maximum value of Q for the optimal action in the state s′ (𝑚𝑎𝑥𝑎1  Q(𝑠′𝑎′) is 8, then: 

 
𝑄(𝑠, 𝑎) ← 5 + 0.1[10 + 0.9 x 8 − 5] 
𝑄(𝑠, 𝑎) ← 5 + 0.1[10 + 7.2 − 5] 
𝑄(𝑠, 𝑎) ← 5 + 0.1 x 12.2 
𝑄(𝑠, 𝑎) ← 5 + 1.22 
𝑄(𝑠, 𝑎) ← 6.22 

 
The following is a calculation of priority values for 113 patients in tabular form.: 

 

Table 1. Calculation of Patient Priority Values 

Patient 𝐾𝑖 (Severity Level) 𝑇𝑖 (Waiting Time) 𝑈𝑖 (Urgency) 𝑊1 𝑊2 3 𝑃𝑖 

1 8 30 4 0.5 0.3 0.2 13.8 

2 6 20 3 0.5 0.3 0.2 10.6 

3 9 45 5 0.5 0.3 0.2 17.7 
... ... ... ... ... ... ... ... 

113 7 25 4 0.5 0.3 0.2 12.9 

 

Reinforcement Learning is used to strengthen the algorithm by learning from historical data and real-time 

feedback. The RL model used is Q-learning. In Q-learning, Q values are updated based on the rewards received 
from a particular action. Suppose the current state (s) is "patient waiting", and the action (a) is "prioritize 

emergency patients". After this action, the reward (r) received is 10, and the next state (s') is "patient receiving 
treatment". If the previous Q value for the pair (s, a) is 5, the learning rate (α) is 0.1, and the discount factor 

(γ) is 0.9, then the Q values are updated as follows: 

 
Table 2. Reinforcement Learning (Q-learning) Calculation 

Parameter Notation Value 

Current situation s - 
Action a - 

Rewards r 10 
Next state s′ - 

Previous Q value Q(s,a) 5 

Learning Rate α 0.1 
Discount Factor γ 0.9 

The maximum Q value at s′ 𝑚𝑎𝑥𝑎1  Q(𝑠′𝑎′) 8 
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Figure 1. Patient Priority Values 

 
Figure 2. Development of Q Values in Q-learning 

 

3.1.2 Testing and Validation 

The testing phase was conducted using simulation data and real data collected from BIMA Universitas 
Bakrie, Tanjung Rede Health Center, and Unpad Jatinangor Health Center. This process involved creating a 

simulation of patient queues at these health facilities with different scenarios to measure the effectiveness of 
the algorithm in reducing waiting times and increasing operational efficiency. The simulation included variables 

such as patient arrival time, severity of condition, and duration of service, and considered various scenarios 

such as peak patient arrivals or mass emergency situations. Algorithm validation was conducted by comparing 
the results of the algorithm with real data to ensure its accuracy and reliability. The simulation results showed 

that this algorithm was able to significantly reduce waiting times for patients with emergency conditions 
compared to traditional queuing systems. Statistical analysis was used to evaluate the differences in waiting 

times and patient satisfaction levels between systems using the Priority Queue algorithm reinforced with RL 
and conventional queuing systems. 

 

3.1.3 Performance Evaluation 
Measuring the average waiting time of patients before receiving service showed that the algorithm was 

able to reduce waiting time significantly. The average waiting time was reduced by up to 25% during peak 
times and up to 40% during normal conditions. This shows that the algorithm is not only effective in normal 

situations but also under more stressful conditions. Patient surveys and feedback showed a significant increase 

in satisfaction levels. Patients reported shorter waiting times and more responsive service. Satisfaction surveys 
showed an increase in the average satisfaction score from 3.5 (out of 5) to 4.7 after the implementation of 

the algorithm. The use of healthcare facility resources, such as medical personnel, treatment rooms, and 
medical equipment, became more efficient. Data showed a 20% increase in productivity, with more patients 

being served in the same amount of time without increasing the number of staff or facilities. The analysis also 
showed a decrease in the number of patients waiting longer than the standard time set, reducing the risk of 

complications due to delays in treatment. 

 
3.2 Discussion 

To provide a more in-depth overview of the implementation of this algorithm, case studies were conducted 
in three healthcare facilities: the Student Affairs Bureau (BIMA) of Bakrie University, Tanjung Rede Health 

Center, and Unpad Jatinangor Health Center. These facilities were chosen because of their high patient 

volumes with varying levels of condition severity, which creates unique challenges in queue management. The 
implementation of the algorithm was carried out in stages, with an initial focus on the emergency department 

(UGD) before being expanded to other units such as specialist clinics and outpatient services. In the first stage, 
the algorithm was implemented in the ER, where speed and accuracy in handling critical patients are critical. 

Initial implementation results showed that the algorithm was able to prioritize patients with emergency 

conditions such as heart attacks, serious accidents, and strokes more efficiently compared to conventional 
queuing systems. For example, patients with conditions that require immediate treatment received treatment 

in a shorter time, with waiting times reduced by up to 50% in critical cases. This indicates a significant 
improvement in the ER's ability to respond to emergency situations, which ultimately can increase the chances 

of patient safety. After its success in the ER, the algorithm was then implemented in specialist clinics and 
outpatient services. In specialist clinics, patients requiring routine consultations or care, who previously had 

to wait long hours, can now receive services with waiting times reduced by up to 30%. This reduction not only 

improves the clinic’s workflow, but also increases overall patient satisfaction, as measured by post-service 
surveys. Patients report a more positive experience, with services perceived as faster and more organized. 
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However, while the results of this implementation are very promising, several challenges have emerged 

during the process. The main challenge is the need for accurate and real-time data to train the Reinforcement 

Learning (RL) model. Incomplete or outdated data can reduce the effectiveness of the algorithm, potentially 
resulting in less appropriate decisions in queue management. To address this issue, healthcare facilities are 

working with IT service providers to integrate their Electronic Medical Records (EMR) and Hospital Information 
Systems (HIS) systems with the algorithms they are developing. This integration aims to ensure that the data 

used is always up-to-date and accurate, so that the algorithms can operate optimally. Another challenge that 
has emerged is resistance from medical and administrative staff to system changes. Changes to familiar work 

systems often create anxiety and uncertainty among staff. To overcome this resistance, intensive training and 

socialization were conducted, involving all staff components to understand the benefits of this new system 
and how to operate it effectively. This training included hands-on sessions and simulations of the use of 

algorithms in real situations, which helped staff become more confident in adopting this new technology. 
In addition, the full support of hospital management proved to be very important in ensuring the success 

of the implementation. Management plays a key role in facilitating change, both by providing the necessary 

resources and by creating an environment that supports innovation. With commitment from the management 
level, the transition process to the new system can run more smoothly, and obstacles that arise during 

implementation can be overcome more effectively. The implementation of the Priority Queue algorithm 
strengthened by Reinforcement Learning in various health care units showed very positive results, both in 

terms of reducing waiting times and increasing patient satisfaction. However, this success was achieved 
through a comprehensive and collaborative approach, involving careful planning, the use of advanced 

technology, and strong support and training for medical and administrative staff. This case study not only 

confirms the great potential of this algorithm in improving operational efficiency in hospitals, but also highlights 
the importance of managing the challenges that arise during the implementation process.  

 

4.  Related Work 

The advancement of hospital queue management systems has garnered significant attention in the research 

community, with various methodologies being explored to improve efficiency and patient satisfaction. This 
section reviews critical contributions in the literature, focusing on integrating advanced algorithms and machine 

learning techniques, particularly Reinforcement Learning (RL), into these systems. One pivotal study in this 
area by Armony et al. (2015) examined the application of data-driven queuing science to optimize hospital 

patient flow [1]. This research emphasized the need for adaptable queue systems that respond effectively to 

fluctuating patient volumes, providing a foundation for further studies integrating more sophisticated 
algorithms into hospital operations. Benevento et al. (2019) contributed significantly by focusing on dynamic 

waiting time prediction in Emergency Departments (EDs) [2]. Their work introduced models that predict wait 
times based on real-time data, enhancing resource management within EDs. The successful implementation 

of these models allows hospitals to improve patient routing, reducing wait times and ultimately elevating the 

quality of care. 
Liang (2016) offered a different perspective by investigating the impact of the physical environment on 

patient perceptions of wait times. His study revealed that factors such as the comfort of waiting areas and the 
effectiveness of communication with patients significantly influence how long patients perceive they have 

waited. This research highlights the importance of considering both the algorithmic and environmental aspects 
of queue management in healthcare settings [3]. Implementing advanced algorithms such as the Priority 

Queue has also been explored extensively. Brown (1988) conducted foundational work on using priority queue 

algorithms across various scenarios, demonstrating their effectiveness in managing complex queuing 
challenges [4]. Thorup (2007) extended this work by examining the relationship between priority queues and 

sorting algorithms, offering insights into handling the computational complexities associated with these 
systems [5]. These studies provide a critical understanding of how priority-based systems can be effectively 

deployed in high-pressure environments like hospitals. 

The rise of machine learning, particularly RL, has opened new possibilities for optimizing hospital queue 
management. Liu et al. (2019) investigated the application of RL models to learn optimal control policies in 

queuing networks. Their research demonstrated that RL could continuously adapt and optimize queue 
management based on real-time data, significantly enhancing system performance [7]. Similarly, Maity and 

Taleb (2022) explored RL-based queue allocation within a software-defined queuing framework, emphasizing 

the potential of RL to automate and improve queue management processes in hospitals [8]. Yousif et al. 
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(2022) applied RL to random early detection algorithms in adaptive queue management systems, offering 

further insights into the adaptability of RL in dynamic healthcare environments [9]. 

Despite these advancements, challenges persist in implementing these technologies in hospital settings. As 
highlighted by Turnip & Soewondo (2022), a key issue is the need for accurate, real-time data to train RL 

models [10] effectively. The success of these algorithms heavily depends on the quality of data, making robust 
IT infrastructure a critical requirement for their deployment. Suhartatik et al. (2022) discussed additional 

challenges related to adopting new technologies in hospitals, including technical issues and resistance from 
staff [11]. Their findings suggest that successful implementation necessitates technological innovation, 

thorough training, and strong leadership to guide the transition. 

Further research in healthcare technology continues to build on these foundations. Cho & Hong (2023) 
explored the application of machine learning in healthcare operations management, underlining the potential 

for technological enhancements in healthcare services [13]. Elalouf & Wachtel (2021) examined queuing 
challenges in EDs, stressing the importance of practical solutions and research methodologies in improving 

healthcare systems [14]. In a related study, Zheng et al. (2023) demonstrated the potential of predictive 

analytics in healthcare through their work on machine learning-based models for predicting adolescent 
idiopathic scoliosis [15]. Other studies also show that the broader application of machine learning in healthcare 

is evident. Imran et al. (2021) surveyed the use of IoT, machine learning, and blockchain in healthcare, 
emphasizing the importance of these technologies in disease detection and management [16]. Brown (2024) 

explored the use of machine learning to predict batch queue wait times in supercomputers [17], which also 
has implications for improving job start time predictions in healthcare. Tassew & Xu (2022) provided a review 

of machine learning applications in medicine [18], highlighting ongoing innovations shaping healthcare's 

future. The use of machine learning in forecasting patient wait times has also been studied by Mishra (2024), 
who demonstrated its effectiveness in emergency rooms [19]. Davalos (2024) proposed a conceptual 

framework for deriving a global healthcare machine-learning model [20], which could revolutionize healthcare 
data management. López-Martínez et al. (2020) showcased how big data and machine learning platforms can 

enhance medical decision-making in population health management [21]. These studies illustrate the 

transformative potential of integrating advanced algorithms and machine learning techniques into hospital 
queue management systems. While there are challenges in implementation, the ongoing research underscores 

the significant impact these technologies can have on improving efficiency and patient satisfaction in 
healthcare environments. 

A notable contribution in this area is by Hijry and Olawoyin (2021), who applied deep learning algorithms 

to predict patient waiting times in emergency room queue systems [22]. Their research demonstrated the 
effectiveness of deep learning in accurately forecasting wait times, enabling healthcare providers to manage 

patient flow better and allocate resources more efficiently. This study highlights the potential of machine 
learning to revolutionize queue management, particularly in high-stress environments like emergency 

departments, where timely care is critical. In a different context, Mtange (2023) examined women's 
perspectives on queueing technology systems in healthcare settings in Kenya [23]. This research provided 

valuable insights into how patients perceive technological interventions in queue management, particularly 

regarding accessibility and customer care. Mtange's work underscores the importance of considering patient 
perspectives when implementing new technologies, ensuring that these systems improve efficiency and 

enhance the overall patient experience. Egyptian (2021) focused on implementing online registration systems 
at Dr Sardjito General Hospital in Yogyakarta. The study explored how such systems could streamline 

registration, reduce waiting times, and improve patient satisfaction [24]. The findings indicated that online 

registration systems are: An effective tool in managing patient flow, Reducing bottlenecks at the initial point 
of care, and Offering a more organized and patient-friendly approach to hospital administration. 

Sherzer et al. (2022) took a broader strategy by questioning whether machines can solve general queueing 
systems. Their research, published as an arXiv preprint, delves into the theoretical aspects of queue 

management and the role of machine learning in optimizing these systems [25]. The study suggests that while 
machine learning offers significant promise, there are inherent challenges in fully automating queue 

management systems, particularly in complex and variable environments like hospitals. The application of 

reinforcement learning (RL) in queue management has also been explored by Vucevic et al. (2007). Their 
study focused on using RL for active queue management in mobile all-IP networks, a concept that can be 

extended to hospital settings. The research demonstrated that RL could dynamically adjust queue 
management strategies based on real-time network conditions, leading to more efficient resource allocation 

and reduced latency [26]. This approach is particularly relevant in hospitals, where dynamic and adaptive 

queue management is essential for handling varying patient volumes and conditions. While this research 
shares the overarching objective of enhancing hospital queue management with existing studies, its innovative 
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combination of Priority Queue algorithms and RL, coupled with a focus on real-time adaptability, sets it apart 

from other approaches. This makes the research particularly valuable for addressing the unique challenges of 

high-stress, variable environments like hospital emergency departments. 
 

5.  Conclusion 

The findings of this study demonstrate that the Priority Queue algorithm enhanced with Reinforcement 

Learning is an effective solution for optimizing hospital queue management. The algorithm significantly reduces 

patient waiting times, particularly in emergency situations, while also improving operational efficiency and 
overall patient satisfaction. This approach not only addresses the immediate needs of emergency care but also 

provides a scalable model that other hospitals can adopt to overcome similar challenges in healthcare service 
delivery. Future research should focus on developing more complex and adaptive algorithms, as well as 

expanding the implementation to a broader scale to fully explore the potential for further improvements. 
Additionally, longitudinal studies are recommended to assess the long-term impact of this algorithm, offering 

deeper insights into its sustainability and effectiveness over time. These efforts will be crucial in ensuring that 

the benefits observed in this study can be maintained and enhanced in diverse healthcare environments. 
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