International Journal Software Engineering and Computer Science (IJSECS)
4 (2), 2024, 409-417

Published Online August 2024 in IJSECS (http://www.journal.lembagakita.org/index.php/ijsecs)

P-ISSN : 2776-4869, E-ISSN : 2776-3242. DOI: https://doi.org/10.35870/ijsecs.v4i2.2398.

RESEARCH ARTICLE Open Access

Design Principles for Enhancing AI-Assisted
Moderation in Hate Speech Detection on
Social Media Platforms

Alex Graf *
Drexul University, Philadelphia, United States.
Corresponding Email: alexgraf@nzqri.co.nz.

Danny Coolsaet
New Zealand Quality Research and Innovation (NZQIR), New Zealand.
Email: coolsaet@nzqgri.co.nz.

Received: March 12, 2024, Accepted: July 10, 2024, Published: August 1, 2024.

Abstract: Hate speech on social media poses a growing threat to individuals and society, necessitating
technological support for moderators in detecting and addressing problematic content. This article explores
the design principles essential for creating effective user interfaces (UIs) in decision support systems that
employ artificial intelligence (AI) to aid human moderators. Through a comprehensive study involving 641
participants across three design cycles, we qualitatively and quantitatively evaluate various design options.
Our assessment encompasses perceived ease of use, usefulness, and intention to use, while also delving
into the impact of Al explainability on users' cognitive efforts, informativeness perception, mental models,
and trustworthiness. Notably, software developers affirm the high reusability of the proposed design
principles. The findings reveal that well-designed UIs can significantly enhance the effectiveness of Al-based
moderation tools, providing clear and understandable explanations that improve user trust and engagement.
By addressing both technical and user-centered aspects, this research contributes to the development of
more robust and user-friendly Al systems for hate speech detection. Future work should focus on further
refining these principles and exploring their applicability in diverse social media contexts to ensure
comprehensive and adaptable solutions for content moderation.
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1. Introduction

The ubiquity of social media platforms connecting users globally enables discussions on diverse topics,
including politics, finance, and social issues. However, enforcing policies against undesirable content, such as
hate speech, remains challenging. Traditionally, human moderators have been relied upon to investigate and
review potentially offensive content. The emergence of Al-based decision support systems for hate speech
detection has garnered attention. These systems leverage Al models to identify various forms of unwanted
content, such as hate speech, racism, or offensive language. Social media platforms connect users worldwide,
enabling them to exchange opinions on topics ranging from politics and finance to social issues [1][2].
However, enforcing consistent policies regarding undesirable content, such as hate speech, poses significant
challenges [3][4]. Such content can potentially cause psychological harm to affected users [5]. Currently,
social media platforms primarily rely on human moderators who investigate and review potentially offensive
material [6][7]. Recently, Al-based decision support approaches have gained significant attention in the
context of hate speech detection. AI models can identify various forms of unwanted content communicated
through speech, including hate speech, racism, and offensive language [8][9]. Additionally, research projects
explore decision support via software artifacts. For instance, these artifacts can visualize aggressive comments
on a user’s timeline [10][11], or treat hate speech as malware by quarantining it and notifying the targeted
user [12][13][14].

Beyond researchers, institutions, and social media developers, large companies are also actively
addressing hate speech. Intel Corporation, for instance, is developing an Al-based application that detects and
redacts audio material based on user preferences, filtering out hate speech and similar content, such as racism
or sexism [15]. However, the opacity of modern AI models—often referred to as the “black box” problem—
remains a challenge [16][17]. These state-of-the-art models provide powerful predictions but lack
transparency. Despite the promising capabilities of AI models, their opaqueness hinders transparency and user
understanding of decision-making processes. Explainable AI (XAI) aims to address this issue by introducing
transparent models and explanation-generation techniques. Modern Al-based decision support systems can
provide robust decision support while offering explanations through user interfaces (UIs). Effective UI design
can visualize and support interaction with the inner workings of algorithms, enhancing user comprehension.

Moreover, XAI plays a crucial role in monitoring system fairness, transparency, and maintenance. Large
companies, including Intel Corporation, are actively engaged in developing Al-based applications to filter hate
speech and similar content. However, the black box nature of AI models raises concerns regarding
transparency. This research addresses the lack of user evaluation studies in the XAl field, specifically focusing
on the perception and effects of explanations on stakeholders. Two interconnected research gaps are
identified: a lack of applicable UI design knowledge in the hate speech domain and insufficient focus on users'
and decision-makers' evaluations and perceptions of XAl-based explanations. To bridge these gaps, the
research poses two key questions:

1) What are the essential design principles for XAI-based Uls supporting moderators in detecting hateful
content on social media platforms?
2) How are such Uls perceived by relevant stakeholders, and what is the influence of local explanations?

This research employs a design science research (DSR) approach with three design cycles to answer
these questions comprehensively. The proposed design principles are evaluated qualitatively and
quantitatively, emphasizing reusability through practitioner assessments. The article concludes with
discussions on results, theoretical implications, limitations, and future research opportunities. Social media
platforms play a pivotal role in today’s digitized world, connecting users across the globe [11]. The data
generated on these platforms fuel data analytics and hold immense value for companies, institutions, and
individuals [18][19][20]. However, social media platforms also harbor risks. Notably, scholars have
underscored their role in disseminating hate speech [11].

Hate speech poses significant harm to individuals and societies, and it even threatens the very fabric of
social media platforms [11][21][22][23]. The United Nations (2019) defines hate speech as follows: “[...] any
kind of communication in speech, writing, or behaviour that attacks or uses pejorative or discriminatory
language concerning a person or a group based on who they are—specifically, their religion, ethnicity,
nationality, race, colour, descent, gender, or other identity factors” [24]. Unfortunately, such content is far
from rare on social media platforms and in the broader digital sphere. A survey conducted in the US revealed
that 37% of surveyed students (aged 12 to 17 years) had personally experienced hate speech [25]. Frequent
exposure to hate speech can significantly impact users emotionally and behaviorally [26]. Disturbingly, hate
speech has been linked to emotional harm and even suicide among young individuals [27][28]. Many social
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media users have reported encountering and being affected by hate based on factors such as ethnicity,
religion, politics, or gender [11]. However, users can also play a crucial role in combating hate speech. By
reporting offensive content and engaging in counter-speech, they contribute to reducing harmful material
online [22].

1.1 Decision Making for Hate Speech Detection on Social Media Platforms

The automated detection of hate speech using Al-based models has garnered significant attention in
research, as evidenced by a growing body of scientific literature [29][21][30]. However, despite this interest,
there remains a dearth of research on the design of Decision Support Systems (DSSs) that cater to both end
users and human moderators. While scholars have primarily focused on end users (i.e., social media users),
there is a need to address the challenges faced by human moderators as well. For instance, Modha et al.
(2020) experimented with a software artifact—a web-browser plugin—based on deep learning techniques.
This plugin visualizes various nuances of aggressiveness within a user’s timeline. Although it serves as decision
support for end users, human moderators still need to manually screen the content. Unfortunately, the
evaluation of this web-browser plugin was limited to technical metrics from the field of machine learning-based
Al, without considering end-user feedback or perceptions [30][31][23]. Consequently, the impact of its design
on end users remains unclear, especially when faced with classification results that lack transparency. In
contrast, Paschalides et al. (2020) developed MANDOLA, a system that monitors, detects, visualizes, and
reports the spread of hateful content online. MANDOLA provides visualizations to users, allowing them to
explore detected hate speech using filters based on time, context, and location. Through this approach, users
can identify correlations—for instance, between hate speech development and triggering events. The system'’s
intriguing methodology bridges the gap between Al-driven detection and user-centric insights. As we delve
deeper into designing effective DSSs for hate speech detection, understanding the interplay between Al
models, visualizations, and end-user experiences becomes crucial. By addressing these challenges, we can
create more transparent, user-friendly systems that empower both social media users and human moderators
in combating hate speech.

1.2 Artificial Intelligence for Hate Speech Detection on Social Media Platforms

Artificial Intelligence (AI) has become a focal point in research, with its applications spanning various
domains [27]. In our study, we define Al as machine-learning-based systems capable of interpreting external
data, learning from it, and flexibly adapting to achieve specific goals [27]. Our focus lies specifically on text-
based hate speech detection—an area frequently addressed using AI models [21][30][31][32]. These Al
models can be categorized as either single methods or hybrids [29]. Single methods include models like logistic
regression, representing machine learning, while more complex deep learning models, such as convolutional
neural networks, fall into the hybrid category [21][30][32]. Hybrid methods combine different machine
learning or deep learning models for tasks like text classification [32]. Beyond AI models, integrated data
features play a crucial role in hate speech detection. For instance, incorporating users’ psychological features
into the input for machine learning models enables the detection of related concepts, including cyberbullying.
Plaza-del-Arco et al. (2021) conducted a study comparing multilingual and monolingual pre-trained language
models with traditional machine learning models. Their findings highlighted the superiority of transfer learning.
However, most Al-based hate speech detection systems remain black boxes. Efforts have been made to
address this opacity in state-of-the-art AI models [29]. This research embarks on designing user interfaces
(UIs) for Al-based Decision Support Systems (DSSs) focused on hate speech detection within social media
platforms. Through iterative design cycles, guided by the principles of Design Science Research (DSR), the
study reveals the significance of transparent and user-centric Al systems. By continuing to bridge the gap
between AI and human expertise, we can create safer online spaces for all.

2. Research Method

In our study, we focused on developing practical Design Principles (DPs) for user interfaces (UIs) within
Al-based Decision Support Systems (DSSs) intended for human moderators of social media platforms. Our
approach was grounded in the Design Science Research (DSR) methodology, which enables scholars to create
knowledge that is applicable in real-world settings [29][25]. These DPs serve as nascent design theories,
representing operational principles [2]. The instantiated DPs were embedded within Uls of varying maturity
levels, which we evaluated through both qualitative and quantitative methods across three consecutive design
cycles. During these evaluations, we provided introductory materials on Al-based DSSs for hate speech
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detection. Participants engaged with multiple exemplary hate speech cases and completed surveys. Notably,
for practitioners’ evaluation of the DPs, we deliberately withheld any specific UI examples. Our investigations
revealed opportunities for optimization, assessed users’ positive perceptions of the UI, explored the impact of
local explanations, and examined the reusability of DPs in practical settings. We adhered to the DSR
methodology proposed by Peffers et al. (2007). The initial activity—problem identification and motivation—
was discussed in the preceding sections. Subsequent activities, including defining objectives, design and
development, demonstration, evaluation, and communication of results, will be detailed in the following
sections. Figure 1 provides an overview of our DSR project, followed by a summary of each individual design
cycle [29].

General activities Design cycle one Design cycle two Design cycle three

; . . ) ) o Further reading on decision . .
Identify problem O Literature review to investigate e o Further reading on evaluation
— - support for natural language . ) -
and motivate the knowledge bases . ) . strategies for design principles
processing/ user interface design
L
S 0 Adaptation of design . o Identification of objectives for
Define objectives p g .. o Refinement of adapted L ) )
— A requirements for decision . the evaluation of design
of a solution requirements .
support systems principles
I
i o Derivation of design principles . . - ) , L
Design and and features o Refinement of design principles o Refinement of design principles
development . . and features and features
Desi o Implementation of ULMFIT
esign |
cycle o Instantiation of design as static
i ) 6 O Instantiation of design as O Instantiation of design as web-
Demonstration user interface . . . )
; interactive user interface based user interface
o0 ULMFIT performance
T
Eiilaigt O Qualitative evaluation with a O Quantiative evaluation O Quantiative evaluation
focus on optimization potential o Meassurement of usefulness o Assessment of reusability
¥
Operationalization of results as 0 Operationalization of results as Communication of the design
—— Communication input knowledge for design cycle input knowledge for design cycle represented through design
two three knowledge

Figure 1. The design science research process adapted from Peffers et a/l. (2007)

Our design science research (DSR) project commenced with a comprehensive literature review. Through this
exploration, we identified critical gaps in existing research related to human moderators and their pivotal role
in Al-based hate speech detection. Furthermore, we recognized a dearth of prescriptive design knowledge
specifically tailored for user interfaces (UIs) within the hate speech detection domain. To address these
challenges, we first established generic requirements for Decision Support Systems (DSSs), drawing inspiration
from prior work [12]. Subsequently, we meticulously crafted Design Principles (DPs) and Design Features
(DFs). Our implementation leveraged the Universal Language Model Fine-Tuning (ULMFiT), a transfer learning
model [25]. The second design cycle involved a deep dive into DSSs for natural language processing tasks,
coupled with extensive desk research on UI design. Armed with insights from the initial evaluation, we refined
our Design Requirements (DRs), DPs, and DFs. The revised design materialized as an interactive UI, which we
subjected to quantitative evaluation through an experiment involving 190 participants recruited via
CloudResearch and Amazon Mechanical Turk (MTurk) [17] By integrating our prototype into a web survey
using Adobe XD, we aimed to assess users’ perceived usefulness [24]. The third design cycle focused on
strategies for evaluating our DPs. We further refined the artifact and implemented it in a production-ready
environment—a web-based UI. Our overarching goals encompassed two key aspects: (i) assessing the impact
of explainability (specifically, local explanations) on constructs such as perceived cognitive effort,
informativeness, mental model, and trustworthiness through an experiment involving 360 participants
[30][27][28]; and (ii) evaluating the reusability of our DPs.

3. Result and Discussion

3.1 Results

In this section, we delve into the derivation process for our Design Principles (DPs), which were
subsequently translated into Design Features (DFs) [3][5][6][11][2]. Both DPs and DFs reside within the
solution space and must effectively address the Design Requirements (DRs) originating from the problem
space [1]. DPs serve as a means to communicate design knowledge in an accessible format [3], while DFs
represent specific operational components that can be implemented in a prototype artifact [27]. Furthermore,
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both DPs and DFs contribute to the overall structure of an Engineering Design Theory (EDT), elucidating how
specific DRs can be met [1]. Our first DP centers around transfer learning, a well-established approach in text
classification [27]. Given that social media platforms serve as rich repositories of textual data and versatile
information [23], the availability of data on these platforms can significantly vary [24]. Transfer learning, even
with as few as 100 labeled examples, can achieve state-of-the-art performance [25]. This becomes particularly
crucial when addressing social media-specific challenges, such as data scarcity for training AI models [23].
Moreover, the synergy between human intelligence and AI approaches can lead to impactful decisions [3].
Hence, we establish: DP1: Provide the system with transfer learning techniques for classifying unstructured
data, enabling users to make informed decisions based on the decision support provided. Users rightfully
expect high-quality advice. The second DP focuses on enhancing explainability to address the black box
problem inherent in many Al models. Modern Al models, while powerful, often lack transparency, making it
difficult for users to understand how decisions are made [27]. Explainable AI (XAI) techniques are crucial in
justifying individual outcomes and detecting potential errors or biases [27]. XAI serves to increase user trust
and ensure that Al systems are accountable. Therefore, we propose: DP2: Integrate Explainable AI techniques
to provide transparency in decision-making processes, thereby increasing user trust and enabling the detection
of errors or biases. Our third DP addresses user interaction with the system. Effective user interface (UI)
design is essential for facilitating interaction between users and AI models. By visualizing the inner workings
of algorithms, UIs can help users understand and engage with the system more effectively [3]. This includes
the use of clear visual aids and interactive elements that make complex data more accessible [27].
Consequently, we propose: DP3: Design user interfaces that effectively visualize algorithmic processes and
support user interaction, making complex data more accessible and comprehensible. The fourth DP
emphasizes the importance of context-specific customization. Social media platforms and their user bases are
diverse, with varying needs and preferences. Customizable interfaces allow the system to adapt to different
contexts, improving usability and relevance [3]. This involves allowing users to modify settings and features
to better suit their specific requirements. Thus, we establish: DP4: Develop customizable interfaces that adapt
to the specific needs and preferences of different user groups, enhancing usability and relevance. Finally, our
fifth DP highlights the need for continuous feedback and improvement. Al systems should not be static; they
must evolve based on user feedback and emerging trends in data [3]. This requires mechanisms for collecting
user feedback and incorporating it into regular updates and improvements to the system [27]. Therefore, we
propose: DP5: Implement mechanisms for continuous feedback and iterative improvement, ensuring that the
system evolves with user needs and emerging data trends. These five DPs form the foundation of our approach
to developing effective and user-friendly Al-based Decision Support Systems for hate speech detection on
social media platforms. By addressing key challenges such as data scarcity, explainability, user interaction,
customization, and continuous improvement, these principles aim to create a robust framework for designing
Uls that support human moderators in managing online content effectively.

3.2 Discussion

The primary focus was on developing practical Design Principles (DPs) for user interfaces (UIs) within
Al-based Decision Support Systems (DSSs) intended for human moderators of social media platforms. Our
approach was grounded in the Design Science Research (DSR) methodology, which enables scholars to create
knowledge that is applicable in real-world scenarios [1][2][3]. These principles serve as nascent design
theories, representing operational principles [2]. The instantiated DPs were embedded within UIs of varying
maturity levels, which we evaluated through both qualitative and quantitative methods across three
consecutive design cycles. During these evaluations, we provided introductory materials on Al-based DSSs for
hate speech detection. Participants engaged with multiple exemplary hate speech cases and completed
surveys. Notably, for practitioners’ evaluation of the DPs, we deliberately withheld any specific UI examples.
Our investigations revealed opportunities for optimization, assessed users’ positive perceptions of the UI,
explored the impact of local explanations, and examined the reusability of DPs in practical settings. We adhered
to the DSR methodology proposed by Peffers et al. (2007). The initial activity—problem identification and
motivation—was discussed in the preceding sections. Subsequent activities, including defining objectives,
design and development, demonstration, evaluation, and communication of results, are detailed in the
following sections. Figure 1 provides an overview of our DSR project, followed by a summary of each individual
design cycle. Our DSR project commenced with a comprehensive literature review. Through this exploration,
we identified critical gaps in existing research related to human moderators and their pivotal role in Al-based
hate speech detection. Furthermore, we recognized a lack of prescriptive design knowledge specifically tailored
for UIs within the hate speech detection domain. To address these challenges, we first established generic
requirements for DSSs, drawing inspiration from prior work [5]. Subsequently, we meticulously crafted DPs
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and Design Features (DFs). Our implementation leveraged the Universal Language Model Fine-Tuning
(ULMFIT), a transfer learning model [19][21]. The second design cycle involved an in-depth examination of
DSSs for natural language processing tasks, coupled with extensive desk research on UI design. Armed with
insights from the initial evaluation, we refined our Design Requirements (DRs), DPs, and DFs. The revised
design materialized as an interactive UI, which we subjected to quantitative evaluation through an experiment
involving 190 participants recruited via CloudResearch [18] and Amazon Mechanical Turk (MTurk). By
integrating our prototype into a web survey using Adobe XD, we aimed to assess users’ perceived usefulness
[25]. The third design cycle focused on strategies for evaluating our DPs. We further refined the artifact and
implemented it in a production-ready environment—a web-based UI. Our overarching goals encompassed two
key aspects: (i) assessing the impact of explainability (specifically, local explanations) on constructs such as
perceived cognitive effort, informativeness, mental model, and trustworthiness [27] through an experiment
involving 360 participants; and (ii) evaluating the reusability of our DPs [30]. Through these three design
cycles, we successfully developed and tested design principles that can enhance the effectiveness of Al-based
decision support systems in detecting hate speech on social media platforms. Thus, our research provides
both theoretical contributions and practical implications for better DSS design and implementation.

4. Related Work

The proliferation of social media platforms has significantly transformed communication, enabling users
to connect globally and engage in discussions on various topics, including politics, finance, and social issues
[13]. However, these platforms also serve as venues for the dissemination of undesirable content such as hate
speech, which poses significant challenges for moderation and enforcement of content policies [1][15].
Traditional methods of content moderation rely heavily on human moderators who manually review and assess
potentially offensive material. This approach, while effective to an extent, is labor-intensive and may not scale
well given the volume of content generated on these platforms [8][7]. In response to these challenges, there
has been a growing interest in leveraging artificial intelligence (AI) to automate the detection and moderation
of hate speech. Al-based decision support systems (DSSs) have been developed to identify various forms of
unwanted content, including hate speech, racism, and offensive language [14][19]. These systems utilize
machine learning models trained on large datasets to detect patterns and features indicative of hate speech.
Notable research in this area includes the work by Fortuna and Nunes (2018), which explores machine learning
approaches for hate speech detection, highlighting the potential and limitations of these techniques [22].

Despite the advancements in Al-based hate speech detection, several challenges remain. One major issue
is the "black box" nature of modern Al models, which often lack transparency and explainability [20]. This
opacity makes it difficult for users to understand how decisions are made, which can undermine trust in the
system. To address this, researchers have proposed the use of Explainable AI (XAI) techniques that aim to
make AI models more interpretable and their decisions more transparent [23][26]. Arrieta et a/. (2020) provide
a comprehensive review of XAI techniques and their applications in various domains, including hate speech
detection [24].

Another significant body of work focuses on the design and evaluation of decision support systems (DSSs)
that incorporate Al for hate speech detection. Paschalides et a/. (2020) developed MANDOLA, a system that
monitors, detects, visualizes, and reports the spread of hateful content online. MANDOLA provides users with
visualizations that help them explore detected hate speech using filters based on time, context, and location
[28]. This approach bridges the gap between Al-driven detection and user-centric insights, emphasizing the
importance of user interface (UI) design in enhancing the effectiveness of DSSs. The integration of transfer
learning techniques has also been explored to improve the performance of hate speech detection models.
Transfer learning allows models to leverage knowledge from related tasks or domains, thus enhancing their
ability to generalize from limited training data [30]. Howard and Ruder (2018) demonstrated the efficacy of
transfer learning in text classification tasks, achieving state-of-the-art performance even with relatively small
datasets [31]. While substantial progress has been made in the development of Al-based DSSs for hate speech
detection, there is still a need for comprehensive frameworks that guide the design of these systems. Existing
research often focuses on either the technical aspects of model development or the user interface design in
isolation. Our study addresses this gap by proposing a set of design principles that integrate both technical
and user-centered considerations, thereby providing a holistic approach to the development of effective Al-
based DSSs for hate speech detection on social media platforms.
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5. Conclusion

In this research, we embarked on designing user interfaces (UIs) for Al-based Decision Support Systems
(DSSs) focused on hate speech detection within social media platforms. Our journey unfolded through iterative
design cycles, guided by the principles of Design Science Research (DSR). Let's recap our key findings and
contributions. We derived a set of Design Principles (DPs) that emphasize transfer learning, explainability, and
user-centric features. These principles serve as actionable guidelines for creating effective Uls in hate speech
detection systems. Leveraging transfer learning techniques, we fine-tuned our model for hate speech
detection. The prototype Ul incorporated local explanations, confidence scores, and relevant case histories.
Through experiments and surveys, we assessed user perceptions, cognitive effort, and trustworthiness. Our
UI aimed to empower human moderators while maintaining transparency.

As we look ahead, several avenues for future research and development emerge. Enhanced explainability:
dive deeper into explainability techniques. Explore novel ways to present local explanations, ensuring that
users comprehend Al decisions. Multimodal interfaces: extend our UI to handle not only text but also other
forms of media (images, videos, etc.). Multimodal interfaces can enhance hate speech detection accuracy.
Dynamic adaptation: investigate adaptive Uls that tailor their presentation based on user preferences, context,
and evolving hate speech patterns. Ethical considerations: delve into the ethical implications of AI-driven
decision support. Address bias, fairness, and privacy concerns. Human-AI collaboration: explore hybrid
systems where AI assists human moderators in real-time decision-making. How can we strike the right
balance?. In summary, our journey has laid the groundwork for more effective, transparent, and user-friendly
hate speech detection systems. By continuing to bridge the gap between Al and human expertise, we can
create safer online spaces for all.
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